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A Multi-Agent Stigmergic Model for Complex Optimization Problems 51
Camelia Chira, Camelia M. Pintea and D. Dumitrescu

Conceptual Model of an Intelligent Supervising System for
Evaluating Policies in the Operation of an Underground Mine 63

Felisa M. Cordova and Luis E. Quezada

Neuro-Fuzzy Modeling of Event Prediction using Time Intervals as
Independent Variables 84
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From Natural Language to Soft Computing: New
Paradigms in Artificial Intelligence

Editors

Abstract: In this volume we publish some papers presented at the Exploratory

Workshop on Natural Language Computation (EWNLC 2008), entitled ”From Nat-

ural Language to Soft Computing: New Paradigms in Artificial Intelligence”, during

May 15-17, 2008, Baile Felix, Oradea, Romania. This workshop was financed by the

Romanian Ministry of Education, Research and Youth/ National Authority for Sci-

entific Research, based a project directed by Prof. dr. Dan Tufiş, corresponding

member of Romanian Academy, Code of project: PO-01-Ed1-R0-F37, contract no.

8/ 2008. EWNLC 2008 was organized as satellite-event of conference ICCCC 2008a

(General Chair: Prof. dr. Ioan Dziţac).

aInternational Conference on Computers, Communications & Control, founded by I.
Dziţac, F.G. Filip & M.-J. Manolescu, http://www.iccc.univagora.ro

Keywords: Natural Language Computation (NL-Computation), Generalized Con-
straint Language (GCL), Granular Computing (GC), Generalized Theory of Uncertainty
(GTU), Artificial Intelligence (AI).

Key Idea: ”Computation with information described in natural language (NL) is closely
related to Computing with Words. NL-Computation is of intrinsic importance because
much of human knowledge is described in natural language. This is particularly true in
such fields as economics, data mining, systems engineering, risk assessment and emer-
gency management. It is safe to predict that as we move further into the age of machine
intelligence and mechanized decision-making, NL-Computation will grow in visibility and
importance.” (Zadeh, 2007)

1 Introduction

The Exploratory Workshop “From Natural Language to Soft Computing: New Paradigms
in Artificial Intelligence”(EWNLC 2008) was organized as satellite-event of ICCCC 2008
by Dr. Dan Tufiş - director of Institute of Artificial Intelligence of Romanian Academy -
and Dr. Ioan Dziţac - Agora University of Oradea, and was addressed to the 30 partici-
pants, from Romania and other 6 countries, selected from over 100 participants at ICCCC
2008: scientific researchers, PhD and PhD students, from universities and research units.
The selection of the participants was based on the analysis of the scientific experience
and the capacity to actively participate to the debates of each of the 100 participants
who submitted papers for ICCCC 2008. Some other criteria were also used: geographical
distribution (Chile, France, Greece, Hungary, Romania (Arad, Bucuresti, Cluj-Napoca,
Iasi, Oradea, Sibiu, Trgoviste), Serbia, US); repartition according to the age (experienced
researchers - 24 PhDs and young researchers - 6 PhD candidates) and sex (half of the
participants are women, both experienced and young researchers); the repartition among
universities and other research centers; repartition based on the domain of expertise of
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potential participants (electronics and telecommunications, computer science, artificial
intelligence, economical informatics, automatics, mathematics, economy, communication
sciences, robotics, medical informatics).

The main keynote speaker at EWNLC 2008 was Lotfi A. Zadeh, the founder of the
Fuzzy Set Theory and Fuzzy Logic. In the last years professor Zadeh developed a the-
ory concerning the representation of natural language like a computing language. One
fundamental concept of this theory is ”precisiation” of natural language, in the sense of
transforming it in a precise, formal construct. The precisiated natural language (PNL) is
the result of the transformations of natural language constructions into constructions of a
Generalized Constraint Language (GCL). The expressive power of GCL is far greater than
that of other AI languages (LISP, PROLOG) or other conventional logic-based meaning-
representation languages (predicate logic, modal logic, a.s.o.). The main reason of this
research is that most of the applications based on Natural Language Processing (semantic
document categorisation, automatic text summarization, human-machine dialogue, ma-
chine translation) could be redefined in terms of GCL representations, with the advantage
of a more precise processing of the perceptual information and of a more direct approach
to the cognitive objectives of AI.

2 Scientific contents of the event

2.1 Objectives achieved

The most important objective reached during the workshop is that it opened the way for
an interdisciplinary collaboration between researchers in different countries (Romania,
USA, France, Serbia, Chile, Greece and Hungary), with different professional experience
(scientific researchers, doctors and Ph.D. students from universities and research units), in
order to apply in jointly international research projects. Specialists in the field of natural
language processing and computation based on precisiated natural language (a concept
introduced by prof. Zadeh) proposed new topics, discussed current and new research
directions, and they made oral agreements for future collaboration in principle.

Another achieved objective was the identification and strengthening of an ISI Journal
(International Journal of Computers, Communications and Control - IJCCC) for the
dissemination of future research results in the domain of the workshop.

The papers presented at the workshop were very interesting and appreciated, so that,
together with the members of the program committee members of the workshop, we de-
cided, besides publishing the abstracts and/or their reduced forms in the ICCCC 2008
volumes, to prepare a distinct volume, to be published by the Romanian Academy Pub-
lishing House. This volume will include the extended versions of the key lectures, along
with other papers selected from ICCCC 2008, with topics related to the workshop, in an
extended form. Professor Zadeh was very pleased and agreed to participate to the editing
this volume.
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2.2 General topics

Natural Language Computation

• Lotfi A. ZADEH, University of California, USA

• Vasile BALTAC, SNSPA Bucharest, Romania

• Boldur BĂRBAT, Lucian Blaga University of Sibiu, Romania

• Pierre BORNE; Ecolle Centrale de Lille, France

• Dan TUFIŞ, Institute for Research in Artificial Intelligence, Romanian Academy

Intelligent Systems

• Florin FILIP, Romanian Academy, Romania

• Stephan OLARIU, Old Dominion University, USA

• Athanasios STYLIADIS, ATEI Thessaloniki, Greece

• Janos FODOR, Budapest Tech, Hungary

Artificial Intelligence

• Ioan BUCIU; University of Oradea, Romania

• Gaston LEFRANC, Pontifical Catholic University of Valparaiso, Chile

• Gheorghe PĂUN, Institute for Mathematics of the Romanian Academy & University of
Seville

• Dragan RADOJEVIC, Institute “Mihailo Pupin” from Belgrade, Serbia

• Gheorghe ŞTEFĂNESCU, University of Bucharest

2.3 Conclusions / results

The keywords of the workshop were: natural language computation, language based on
generalized constraints, granular calculation, generalis theory of uncertainty, soft comput-
ing and artificial intelligence.

The imprecision of natural language is one of the main difficulties in the intelligent
man-machine interaction. Prof. Lotfi Zadeh has proposed a theory that treats exactly
this problem, as well as an extremely powerful calculation formalism, built on the very
imprecise natural language constructions.

The abstracts of the presented lectures, respectively a part of the full text of the key
lectures have been or are in course to be published in:

• Ioan Dziţac, Simona Dziţac, Loredana Galea, Horea Oros (eds.), Abstracts of ICCCC
Papers: ICCCC 2008, ISSN 1844 - 4334, p. 88

• Ioan Dziţac, Florin Gheorghe Filip, Mişu-Jan Manolescu (eds.), - Proceedings of ICCCC
2008, in International Journal of Computers, Communications and Control (IJCCC), Vol.
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I (2006), supplementary issue, ISSN 1841-9836, 548 p.

• Lotfi A. Zadeh, Dan Tufiş, Florin Gheorghe Filip, Ioan Dziţac (eds.), From Natural
Language to Soft Computing: New Paradigms in Artificial Intelligence , Editing House of
Romanian Academy, ISBN: 978-973-27-1678-6, 2008 (this volume).

2.4 Contributions to the development of future directions in the
domain of natural language computation

Some of the workshop participants were members of the Editorial Board of the “Inter-
national Journal of Computers, Communications and Control” - IJCCC Journal edited
by Agora University and recently listed by CNCSIS in category A journals (ISI journal),
more precisely:

• Florin Gheorghe Filip (Founder and Editor in Chief);

• Ion Dziţac (founder and Associate Editor in Chief);

• Mişu-Jan Manolescu (Founder and Managing Editor);

• Ioan Buciu (Associate Executive Editor);

• Pierre Borne (Associate Editor);

• George Păun (Associate Editor);

• Dan Tufiş (Associate Editor);

• Athanasios Styliadis (Associate Editor);

• Horea Oros (Editorial Secretary).

During the workshop, two very important decisions on how to increase the quality and
specificity of the IJCCC journal have been taken:

• Granting a larger area to the topic of natural language computation;

• Cooptation in the IJCCC Editorial Board, as Associate Editors, of two of the workshop
participants, currently in the United States: Stephan Olariu (Norfolk) and Lotfi A. Zadeh
(San Francisco).

3 Information on the event organization

3.1 Identifying the opportunity, the organizing institution and
the workshop theme

The opportunity to organise an exploratory workshop was identified on a CNSIS web
page, http://www.cncsis.ro/PN2 idei 2008 wexplor.php by the ICCCC 2008 organizers
(I. Dziţac, and F.G. Filip and M.-J. Manolescu). They sent an invitation to the Research
Institute for Artificial Intelligence of the Romanian Academy (ICIA-AR) to organize such
a workshop as a satellite event of ICCCC 2008 on a topic of great interest today.

The director of the institute, Dr. Dan Tufiş, proposed the theme “From Natural
Language to Soft Computing: New Paradigms in Artificial Intelligence” which was imme-
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diately agreed by the ICCCC 2008 organizers, the Agora University and the Romanian
Academy Forum for the Knowledge Society.

3.2 Aspects of preliminary management and marketing

The project proposal for organizing the workshop was written by dr. Dan Tufiş in collab-
oration with dr. Ioan Dziţac, cf. Collaboration Agreement 300/25.03.2008.

There were identified the relevant lecturers and they were invited to participate. One
of the initially invited key lecturer, prof. H.-N. Teodorescu, could not participate in the
end, but dr. Gheorghe Păun and prof. Gheorghe Ştefănescu have accepted to deliver
invited lectures.

Besides the 14 experts, we selected 16 participants out of the ICCC2008 who explicitly
expressed their interest in the workshop topics. From these, prof. dr. Marius Guran, prof.
dr. Ştefan Iancu and drd. Văleanu Emma, could not participate and they were replaced
by prof. dr. Grigore Albeanu, prof. dr. Adriana Manolescu and drd. Ciprian Popescu,
whose profile were similar to that of the initial participants.

Initial contacts were established and a permanent connection was kept with the key-
lecturers through letters, e-mail, fax and telephone.

The event was mediatised through posters, media, programs, and web pages:

• http://www.iccc.univagora.ro/?page=workshop

• http://www.cncsis.ro/mai2008i.php

• http://www.racai.ro/events/events.html

• http://www.academiaromana.ro/forum info/fpsc anunturi.htm

The agreements and conventions for accommodation and meals were established with
the Termal Hotel, Felix Spa (through the Agora University).

The agreements for publishing and printing were established with the Publishing
House of the Agora University, the Publishing House of the Romanian Academy and
the Metropolis Ltd. Printing House.

3.3 During the event

On May 14, 2008, the participants were met at the Hotel Termal in Felix Spa.On May 15,
2008, the opening ceremony took place, having the members of the presidium as speakers:
in picture 3, from left to right: Dan Tufiş, Ioan Dziţac, Lotfi A. Zadeh, Mişu Manolescu
and Florin Gheorghe Filip. On this occasion the vice president of the Romanian Academy
F.G. Filip handed to Lotfi A. Zadeh a Diploma of Excellence for his entire contribution
to the development of the scientific field of Artificial Intelligence, on behalf of the Section
of Science and Information Technology of the Romanian Academy.

After the opening ceremony, the scientific part of the workshop, according to the final
program, was opened by the lecture “A New Frontier in Computation - Computation
Described in Natural Language”, given by professor Zadeh.

After the presentation of other six key-lectures (Baltac, Borne; Filip, Fodor, Olariu,
Păun), the participants were offered a Romanian evening, with traditional Romanian
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dishes and a folk show delivered by the band “Nuntaşii Bihorului”.
On May 16, 2008, other seven key-lectures were presented (Bărbat, Lefranc, Radojevic,

Ştefănescu, Tufiş, Buciu and Styliadis).
On May 17, 2008, a roundtable was moderated by I. Dziţac, F.G. Filip, M.-J. Manolescu,

D. Tufiş, L.A. Zadeh. Besides the members of the presidium, the following participants
addressed to the public: B. Bărbat, A. Styliadis, I. Moisil, G. Păun, S. Olariu, V. Baltac,
G. Lefranc, S. Dziţac, V. Judeu, T. Vesselenyi, M. Văleanu and others. On this occasion
a new orientation of the IJCCC journal’s editorial policy was discussed and two highly
reputed scholars, prof Olariu and prof. Zadeh, accepted to join in the IJCCC Editorial
Board.

During the afternoon a meeting was held with all the workshop participants and
various networks of collaboration have been set up, their main connection point being the
IJCCC journal.

On May 18, after 4 nights of accommodation at Hotel Termal, the participants have
left the Felix Spa with many new experiences and pleasant memories, as proved by the
many thankful messages received from the participants after their returning home.

Oradea, May, 2008
Editors
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World Knowledge for Controllers by
Fuzzy-Interpolative Systems

Marius M. Bălaş and Valentina E. Bălaş

Abstract: The paper is discussing the necessity of providing the close loop con-

trollers with incipient elements of world knowledge: general knowledge on system

theory and specific knowledge on the processes. This can be done with fuzzy-

interpolative systems, allied with simulation models and/or planners. Some planned

controller case studies are illustrating the idea.

Keywords: fuzzy-interpolative controllers, fuzzy-interpolative expert systems, knowl-
edge embedding by computer models, planners.

1 Introduction

In ref. [1] Lotfi A. Zadeh affirmed that the main weakness of the Question-Answering
Systems is the absence of the world knowledge. World knowledge WK is the knowledge
acquired through experience, education and communication.

The components of WK are [1]:

- Propositional: Paris is the capital of France;

- Conceptual: Climate;

- Ontological: Rainfall is related to climate;

- Existential: A person cannot have more than one father;

- Contextual: Tall.

Some of the main characteristics of WK are:

- Much of WK is perception-based;

- Much of WK is negative, i.e., relates to impossibility or nonexistence;

- Much of WK is expressed in a natural language.

Obviously KW is highly necessary to the human emulating AI products. Nevertheless
this approach must overcome lots of difficulties: WK need huge memory capacity, the
representation techniques must be in the same time comprehensive, specific and portable,
the selection of the knowledge, the learning and the forgetting processes need further
fundamental conceptual investigations, etc.

Our interest in linked to the automate control of the nonlinear and time varying
processes, one particular domain where AI is extremely needed but not easy to apply.
Sometimes, unexpected accidents, as the Ariane 5 launch failure (caused essentially by
a human confusion between the guidance system software of Ariane 5 with the old one,
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belonging to Ariane 4), are proving that our control technologies, although very sophisti-
cated in many aspects, are facing obstacles in the real world.

A crucial feature for controllers would be the ability to recognize on-line the environ-
ment (the type and the technical characteristics of the process) and the operating regime,
in order to extend as much as possible its self-adaptive capabilities.

The aim of this paper is to answer the following question: “Can low level computing
devices: µP ,µC, DSP, etc. benefit of WK, when even the sophisticated modern AI
software, running on powerful workstations, is encountering difficulties?”

A positive answer to this question is essential, because we think that only this way
the automate systems will reach the performances and the safety capabilities we really
need. Besides other possible ways to solve this problem, we have already proposed a
methodology in this sense: the Fuzzy-Interpolative.

This paper is a development of the ref. [2] paper.

2 The Fuzzy-Interpolative Systems

A fuzzy-interpolative controller FIC is a fuzzy controller that can be equaled with a
corresponding look-up table with linear interpolations. The FIC concept must not be
confounded with the fuzzy rule interpolation, originally introduced by L.T. Kóczy and K.
Hirota [3, 4].

A typical FIC is a Sugeno controller with triangular or trapezoidal fuzzy partitions,
prod-sum inference and COG defuzzyfication [5, 6, 7, 8], etc. The interpolative counter-
part of this controller is the look-up table with linear interpolations (as the corresponding
Simulink-Matlab block). FICs started from the practical observation that the Matlab
FIS (Fuzzy Inference System) toolkit is demanding notable resources and occasionally it
encounters computational problems, while an equivalent look-up-table performs almost
instantly, although they are producing the same control surface.

The fundamental advantage of FICs is the easiness of their implementation. In high
level programming languages the look-up tables bring effectiveness, resources saving and
quick developments. In fact the interpolative implementations are immediate in any
possible software technology (even ASM) since the interpolation networks can be directly
associated to addressable memories. This way fuzzy interpolative expert systems can be
implemented virtually in any software technology. Digital hardware circuits (µC, DSPs)
can also implement FICs due to their memory type architecture. However the most
outstanding feature of the interpolative systems is their compatibility with the analog
hardware technologies. Some possible analog technologies were mentioned, such as the
translinear analog CMOS [5] and even nanometric circuits [9].

In the same time, using the fuzzy theoretical perspective, sophisticated applications
become feasible. This is the case of the fuzzy self-adaptive interpolative controllers FSAIC
[5, 6].

In close loop control applications FICs are perfectly matching a fundamental time
analyze tool: the phase trajectory of the error and their specific analyze method, the
qualitative analyze. We can rely on the figure 1 succession of theoretical tools that are
involved into the conception, the development and the implementation of FICs.

The FIC’s conception, development and implementation can be achieved by a set of
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operations that will be generically called the fuzzy-interpolative methodology FIM. FIM is
taking advantage of both linguistic and interpolative nature of the fuzzy systems, com-
bining the advantages of their both sides:

a) The fuzzy sets and fuzzy logic theory will be applied during the conception and the
development stages of the control algorithms;

b) The linear interpolations based methods will ensure the implementation stage. The
steps of the FIM are the following [2, 4, 7]:

a1) the identification of the control solution;

a2) the building of the control rule base of the corresponding fuzzy expert system,
represented by McVicar-Whelan tables, in a linguistic manner;

a3) the designing of the Sugeno controller with triangular fuzzy partitions, prod-
sum inference and COG defuzzyfication, equivalent to the fuzzy expert system;

b1) the designing of the corresponding look-up table with linear interpolations;

b2) the implementation of the look-up table;

Figure 1: The theoretical tools that are supporting the fuzzy-interpolative methodology

The pragmatic finality of FIM is that for simulating and implementing a large variety
of fuzzy systems we do not necessarily need specific software and/or hardware. The same
results can be cheaply and quickly obtained using just look-up-tables and common use
controllers or DSPs.

FIM is a typical time analysis method, although knowledge acquired by frequency
analysis methodology (the Nyquist stability criterion for instance) may be handled. From
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the AI perspective, since FIM is only a particular fuzzy technique, it should be classified
as belonging to the Soft Computing.

Due to its heuristic side FIM is the counterpart of a numerical algorithm: it has a low
specificity but a high generality.

3 The Fuzzy Self Adaptive Interpolative Controllers

J.J. Buckley launched the paradigm of the universal controller, that could control a wide
class of processes without any manual adjustments. Aiming to approach such an ideal
structure, the family of fuzzy self adaptive interpolative controllers FSAIC presented in
fig. 2 was introduced in references [5] and [6].

a. The FSAIC architecture

b. A Fusioned Fuzzy Self Adaptive Interpolative Controller

Figure 2: The theoretical tools that are supporting the fuzzy-interpolative methodology

FSAIC has a variable structure. During transient regimes the main controller is a
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PD one (a 2D look-up-table). Its control surface is almost plane, in order to avoid the
distortion of the phase trajectory of the error. During the steady regime an integrative
effect is gradually introduced, the structure becoming a PID one. This functionality is
achieved with a 3D look-up table having as inputs the control error ε, its derivate ε′ and
its integrative

∫
ε. The different PD tables that are creating the

∫
ε dimension differ only

at the central rule, that is activated when ε = zero and ε′ = zero. Thus the integrative
effect is gradually activated, only when steady regimes occur. This controller is called
plane surface adaptive interpolative controller PSAIC.

The adaptive feature that is creating the FSAIC is introduced by a PD FIC corrector
that is acting by mean of a multiplicative correction factor Gain.

What is important for our issue is that the design of the adaptive corrector includes
a set of general knowledge on linear PID controllers’ adjustment and on linear systems’
stability.

The FSAIC operation relies on the qualitative analyze of the phase trajectory of the
error. The strategy is to push the phase trajectory towards ε = zero and ε′ = zero
point, in a sliding mode like manner. The tactic is to maintain the phase trajectory into
quadrants II or IV as long as possible and to avoid quadrants I and III. This task is
performed by PSAIC that also needs adaptive capabilities in the case of highly nonlinear
or time varying plants. The relevant operating regimes that might occur (transient,
steady, oscillating and unstable) need specific tunings of the controller. Their on-line
identification can be performed by detecting the activation of the rules that are the most
relevant signatures of each regime. Thanks to the tabular organization of the rule base
(McVicar-Whelan) this operation is simple and can be related to the phase trajectory of
the error, as shown in fig. 3.

Figure 3: The most significant signatures of the operating regimes in terms of phase
trajectory and their corresponding control rules, in a 7 x 5 rule base

The most relevant situations are the following:

1. if ε = zero and ε′ = zero the regime is steady and the gain is great
This rule, R18, is identifying the installation of the steady regime and its effect is to
increase the action of PSAIC. This way the control precision is increasing, as well
as the sensitivity, for the best possible rejection of the minor perturbations.
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2. if ε = zero and ε′ = medium or ε = medium and ε′ = zero, as for the rules R11,
R17, R19 and R25, the regime is transitory or oscillatory and the gain is medium
This situation may appear either in oscillatory regimes or when overshoots are
producing, in both situations the gain must be decreased.

3. 3. if sign(ε · ε′) > 0, as for R07, the regime is unstable and the gain is small ; The
system is now firmly installed into quadrants I or III and the best measure against
this situation is to reduce the gain at a minimum value, according to the Nyquist
stability criterion.

This way system theory knowledge on identification, correction and stability can be
embedded, constituting essential pieces of WK for the closed loop controllers. According
to our experience adaptive nonlinear PID controllers can cope to almost any technical
application if provided with self-adaptive algorithms with relevant WK. An interesting
conclusion of this approach is that instead of developing new control laws we should better
concentrate on how WK can be embed into nonlinear PID controllers and to select the
relevant pieces of knowledge that are worse to be considered.

The FIC’s capability to embed and to process knowledge is explained by the expert
system side of any fuzzy system. As detailed in [11] and some related papers, using FIM
in the expert system design generates fuzzy-interpolative expert systems, able to cope with
the linguistic nature of WK.

We are presenting only one illustration of the operation, in Fig. 4, where the same
FFSAIC is able to control a large variety of plants, some of them unstable for an usual
linear controller [5, 6].

4 The Planned Fuzzy Interpolative Controllers

Besides the fundamental system theory knowledge that is governing all the control theory
and that is useful for any controller, each application has its own features that are person-
alizing it. Keeping in sight the specific details of an application may make the difference
between success and failure.

Trying to find techniques that are compatible with FIC and allow the representation of
the specific WN concerning the controlled process, we have so far considered the internal
models and the planners.

The internal functional models would be the ideal solution for this problem, but unfor-
tunately their implementation in the industrial on-line control is yet very difficult because
of the high computational demands. On the other hand, the planned systems in the sense
of ref. [12], that are also solving the specific knowledge handling problem, may be fully
compatible with FICs if realizable with mappings or look-up-tables.

The planning systems can harmonize a controller to each specific process if the plan-
ners’ design is assisted by functional computer models of the processes.

The structure of a world knowledge embedding planned controller is presented in fig.
5. The WN fuzzy-interpolative expert system is common to all the applications while the
planner is personalized. Although the nonlinear PID controller could be realized in any
possible technology, the fuzzy-interpolative is the first choice, in order to perfectly match
the adaptive part.
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Figure 4: The FFSAIC with the on-line identification of the operating regime.

Figure 5: The world knowledge embedding planned fuzzy-interpolative controller

Some WK topics that were used so far by our team in different works are: technical
data about vehicles, sensors, psychological behavior, physiology (humans and plants), etc.
A case study is presented in order to illustrate this technique.
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5 The imposed distance braking

Using the Imposed Distance Braking Method IBDM for railway coaches or urban vehicles,
the braking action is following the basic rule “STOP at distance d from here”. During
IBDM the resources of the vehicle (the braking force, the friction of the disk brake system,
the adherence between the wheels and the rails) are used in an optimal and smooth
manner. The effort is constantly distributed along the braking distance, avoiding the
strong variations or even the shocks that are inherent to the conventional sequential
braking algorithms [14].

The main role in the braking process is played by a planned position controller. The
controller’s input is fed by an imposed program of the vehicle’s position that is following
the natural evolution in which the same vehicle would brake under the constraint of a
constant braking force. This positioning program is implemented by means of a position-
velocity mapping, as shown in fig. 6. This mapping is obtained with the help of a
computer model of the railway vehicle. The experience achieved using different simulation
parameters indicates that the particular parameters of the mapping, (the initial velocity
and the overall braking distance) are not critical.

Figure 6: The position-velocity mapping of a railway car

The position-velocity mapping p(v) is connected to the controller by means of two
coefficients: the initial velocity coefficient kv and the distance coefficient kd as shown in
Fig. 7. The coefficients are able to actualize the p(v) mapping for the initial velocity of
the vehicle at the beginning of the braking and to the desired braking distance.

The typical behavior of the IMDM brakes is illustrated in Fig. 8 for 80km/h initial
velocity and 120m imposed braking distance. One observe that after the initial error peak
caused by the inertia of the pneumatic braking cylinder, the vehicle is smoothly following
the desired p(v) planner.

This way no violent actions are needed and the ABS is not activated, which would not
be the case, if we would have being applied a simplified linear position velocity planner,
as is the case for many actual sequential braking controllers.
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Figure 7: The planned position controller

Figure 8: An IBDM braking
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6 Conclusions

The world knowledge represents a fundamental resource for the future close loop con-
trollers. If embedded into control algorithms, the general knowledge on the system theory
as well as the specific knowledge on the controlled process is able to significantly improve
the control performance in any possible sense (precision, robustness, speed, smoothness,
etc.) A fundamental theoretical and applicative tool that enables us to provide low level
computing devices - µCs, DSPs, etc. with WK is the planned fuzzy-interpolative con-
troller.
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A Survey on the Constant Time to Collision
Techniques

Valentina E. Bălaş and Marius M. Bălaş

Abstract: The paper is presenting a new method for the management of the traffic

flow on highways, based on the constant time to collision criterion. The criterion

is applied for each car implied in traffic, and for the whole highway. Each car is

provided with a constant time to collision cruise controller, that is maintaining op-

timal distance-gaps between cars, adapted to the speed and to the technical data

of the cars. The highway’s traffic management center has the possibility to impose

the same time to collision to all the cars. This way the traffic is organizing itself,

by distributing the cars such way that the collision risk is uniformly distributed.

Simulations are illustrating how the cars are behaving when they are forming high-

way platoons and how the traffic flow may be controlled by imposing the time to

collision.

Keywords: knowledge embedding by computer models, optimal distance gap between
cars, constant time to collision, fuzzy-interpolative cruise controllers.

1 Introduction

The automat driving is expected to enhance the driving performance and to reduce the
crash risks. The Advanced Driver Assistance Systems ADAS are such systems [1], [2].
These systems can be linked to cruise control system, allowing the vehicle to slow when
catching up the vehicle in front and accelerate again to the preset speed when the traffic
allows. A key problem in this issue is the control of the distance gap be-tween cars. In
some previous papers [3], [4], [5], we introduced a fuzzy-interpolative distance-gap control
method that is using a Constant Time to Collision Planner CTCP, in the sense of the
Planning System concept [6]. This approach was also dis-cussed in ref. [7]. The present
work is presenting a survey on the Constant Time to Collision criterion CTTC and its
application in the domain of the traffic management. A model of a CTTC platoon is
discussed. The simulations are focused on the way in which the cars are forming the
platoons, and on the relationship between the imposed CTTC and the traffic intensity.
An association of ideas can be established with the new domain of the swarm systems,
where the CTTC criterion can be used as swarm’s aggregation law.

The paper is synthesizing the results of the first researches performed on the CTTC
techniques that are already communicated [4, 5, 13, 15, 16], in order to offer a new impulse
for further developments and successful applications.

2 The Constant Time to Collision Criterion

Several indicators measure the characteristics of the traffic flow: the Time-to-Collision
TTC, the Time-to-Accident, the Post-Encroachment-Time, the Deceleration-to-Safety-
Time, the Number of Shockwaves, etc. [1], [2]. TTC is the time before two following cars
(Car2 is following Car1) are colliding, assuming unchanged speeds of both vehicles:
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TTC =
d

v2 − v1

(1)

TTC is linked to the longitudinal driving task. Negative TTC implies that Car1
drives faster, i.e. there is no danger, while positive TTC is leading to unsafe situations.
By assessing TTC values at regular time steps or in continuous time, a TTC trajectory
of a vehicle can be determined. Doing this for all vehicles present on a road segment one
can determine the frequency of the occurrence of certain TTC values, and by comparing
these distributions for different scenarios, one can appreciate the traffic safety [2].

The central issue in cars’ safety is to impose an appropriate distance between cars, di.
The Autonomous Intelligent Cruise Control AICC is imposing a particular polynomial
di(v2) law:

di(v2) = z0 + z1 · v2 + z2 · v2
2 = 3 + z1 · v2 + 0.01 · v2

2 (2)

Several settings are recommended, for example z1 = 0.8s or z1 = 0.6s. Two objections
can be drawn against this polynomial di(v2) law:

- no effective adaptation to the traffic intensity is offered: if (3) is tuned for intense traffic,
when the traffic is decreasing, the following cars will continue to maintain the same
short distance-gaps between them. The driving rules used on highways today are
even weaker: “keep distance above 100m” for instance.

- z1 and z2 are artificially introduced parameters, they have no significance for humans
- highway operators or drivers - and they are not linked to the physical features of
the system.

The Constant Time to Collision criterion CTTC consists in imposing stabilized TTCs
by means of the Car2 cruise controller.

The on-line TTC control is not convenient because when the two cars have the same
speed the denominator of TTC is turning null: v2 − v1 = 0. That is why CTTC must
be implemented off-line, with the help of di(v2) mappings. The CTTC implementation
by di(v2) distance-gap planners is possible because a distance gap planner using TTC
will produce CTTC. We studied this method by computer simulations, using a Matlab-
Simulink model of the tandem Car1-Car2, introduced in other previous papers [3, 4, 5, 9,
13] and presented in Fig. 1.

Since the design of the planners is performed with the help of functional models of the
cars, accurate knowledge about the specific behavior and parameters of each car (traction
and braking forces, weight, aerodynamic coefficient, etc.) can be taken into account,
which is not possible to the simplified and leveling analytic model (2).

The application of this method imposes the car manufacturers to provide each type
of automobile with a functional computer model. However this investment could be very
useful as well for other purposes, say for instance the automate diagnosis.

The distance-gap planners are designed as follows. The simulation scenario consists
in braking Car1 until the car is immobilized, starting from a high initial speed. A TTC
controller is driving the Car2 traction/braking force such way that during the whole
simulation TTC is stabilized to a desired constant value. A linear PID controller can be
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Figure 1: The SIMULINK-MATLAB model of the tandem Car1-Car2

used for this. The continuous braking allow us to avoid the v2 − v1 = 0 case. We will use
the recorded d mapping as the desired di(v2) planner for the given TTC.

The Fig. 2 planners are determined for three TTC values: 4, 7 and 10s. They can be
easily implemented with the help of the look-up tables with linear interpolation.

Figure 2: The recorded di(v2) mappings for three different TTC

The use of the CTTC planning technique is essentially facilitating the task of the
distance controller that is actually driving the traction/braking force of a real car during
the cruise regime, as shown in Fig. 3. Very simple fuzzy-interpolative PD con-trollers or
even linear controllers can such way cope with the car following task [15].

The implementations can be basically achieved by look-up-table techniques.
Applying CTTC brings two obvious advantages:

- a constant distribution of the collision risk over all the vehicles involved;
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- the possibility to control the traffic flow on extended road sections, if each vehicle will
apply the same TTC that is currently recommended by the Traffic Management
Center [14]: a long TTC means low traffic flow and higher safety while a short TTC
means high traffic flow and higher risk.

Figure 3: A cruise control system with distance controller and CTTC di(v2) planner

3 The Traffic Management by Constant Time to Col-

lision

Besides the control of following paired cars, a superior application level for the CTTC
criterion is the management of the highway traffic. Assuming each car provided with a
cruise controller with CTTC planner, the Traffic Management Center TMC [14] has the
possibility to impose the same TTC to all the cars. This way the highway system becomes
a distributed one. Each car is trying to reach and to maintain the position that respects
the imposed TTC to the previous car. This trend has as major advantage a constant
distribution of the collision risk for each car.

Lets consider that TMC is imposing a 7s TTC. If the traffic is not too intense, the
tendency of the cars will be to form platoons that are able to maintain TTC=7s. It
is to remark that the distance between the cars belonging to the same platoon are not
necessarily identical, even for constant speeds, because each type of cars has its particular
di(v2) planner, in accordance to its technical parameters (weight, aerodynamics, engine
power, brakes, etc.) If the traffic is beginning to decrease the number of the cars that are
included into platoons will decrease too, and empty zones will develop on the highway. In
this case TMC should increase the imposed TMC value, say TMC=10s. As a consequence
the distance gaps between cars will increase, the disposable space of the highway will be
better covered and the collision risk will decrease for each car.

In the opposite case, if the traffic is increasing, the cars will not be able to maintain
the desired TTC and the corresponding distance-gaps. TMC will be forced to reduce the
imposed TTC, say TMC=4s. This way the density of the traffic will increase and the
collision risk will increase too, but this will happen in a smooth and controlled manner,
the risk continuing to be equally distributed over each car.
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Our research on this matter is only at the initial stage, but the preliminary simulations
are confirming that CTTC criterion is potentially able to cope with the highway traffic.

4 A CTTC platoon model

The CTTC platoons are highway car formations composed by automobiles provided with
CCTC cruise controllers. In some previous papers, namely [15], a five cars CTTC platoon
was simulated. The Fig. 4 Simulink-Matlab model, addressed to a five car group, was
used. Each car has its own technical parameters: weights between 1000 and 1400kg
(variables M), engine powers between 100% and 180% of the generic Car1 power (variables
Gain) and its own CTTC planner (see the Di(V2, TTC) look-up-tables). The initial speed
vo and position x0 of each car can be as well adjusted. The model is offering the time
variation of the aimed parameters: speeds and positions of each car, distance-gaps between
cars, the length of the platoon, etc.

The next figures are illustrating the behavior of this platoon, for a generic simulation
scenario, presented in Fig. 5. The scenario is imposing plausible variations of the speed
and of the imposed TTC. It is to remark the notable TTC steps that appear for t = 470
and t = 500s, that has the purpose to test the dynamics of the CTTC cruise controllers.
Such fast variations of the imposed TTC should not appear during the usual exploitation.

The first simulation, presented in Fig. 6, is illustrating the global behavior of the five
car TTC platoon, for TTC=7s. One can also observe the continuous variation of the
platoon’s length with the speed that is presented in Fig. 7.

In figures 8 and 9 another simulation, executed for TTC=15s, details the formation of
the platoon. One can observe the behavior of the five cars that are starting separated with
10m, and are forming the platoon in less than 10s, with no notable errors or oscillations.
This behavior was obtained with the help of a nonlinear fuzzy-interpolative PD cruise
controller [16], that is superior to the linear PD [15].

Of course, the maneuvers that are needed to enter into or to exit out of a high speed
platoon need a careful attention and serious experimental tests.

Figure 4: The SIMULINK-MATLAB model of a five car CTTC platoon
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Figure 5: A CTTC platoon simulation, with v1 and the sum of the distance gaps

Figure 6: The sum of the distance gaps for the previous simulation

5 The PD fuzzy-interpolative cruise controller

The CTTC cruise controller is an minimal PD interpolative one, as shown in Fig. 10.

The 2D look-up-table that is implementing the controller is the following:

Row(distanceerror) : [−10 − 50510] (3)

Column(errorderivate) : [−10010] (4)

Output : [−1 − 1 − 1;−1 − 0.30;−0.200.2; 00.31; 111] (5)

This controller is extremely simple and it has multiple tuning options: the look-up-
table values, as well as the input and output scalar factors.
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Figure 7: The dependence with the speed of the sum of the distance gaps, for TTC=7s

Figure 8: The platoon’s aggregation

6 Driver assisting by Inverse Time to Collision

In a previous paper [5] we introduced the inverse of TTC: The Inverse Time to Colli-sion
TTC−1:

TTC−1 =
v2 − v1

d
(6)

Besides avoiding the disadvantage of the infinite value when v2 = v1, this index is
directly proportional with the collision risk: the higher TTC-1 is the higher will be the
risk. Negative TTC−1s have the same significance as negative TTCs. The neighbor-hood
of TTC − 1 = 0 is corresponding to the TTC’s saturation so it is not sensitive.

TTC−1 can be used in the driver assistance, as shown in Fig. 11 [5].
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Figure 9: The positions of the cars during the platoon’s aggregation

Figure 10: The PD fuzzy-interpolative cruise controller

Figure 11: A TTC−1(v2−v1) trajectory and a corresponding fuzzy partition able to assist
the driver
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7 Conclusions

The time to collision criterion can be used in the highway traffic management. If each
car is provided with a constant time to collision cruise controller, the traffic management
center can impose the same time to collision to all the cars. Such way the highway system
becomes a distributed one, each car trying to reach and to maintain the position that
respects the imposed time to collision to the previous car. The method keeps constant
the collision risk for over all the cars of the highway. Besides the simplicity and the
advantageous interpolative implementation, all the time to collision based tools have a
common feature: they are embedding precise knowledge about the technical data of the
automobiles thanks to the functional computer model that stands behind their design.
This adaptive capability is promising to improve the future highway traffic. The inverse
time to collision is an index of the collision risk and may assist the human driver.
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Non-negative Matrix Factorization Methods and
their Applications

Ioan Buciu and Ioan Naforniţă

Abstract: Nonnegative Matrix Factorization (NMF) is a relatively recent method

used to decompose a given data set into two nonnegative more or less sparse factors.

The computer vision scientists have shown an impressive interest for NMF in recent

years, leading to a large number of scientific papers in this field. Since its first origi-

nal development, the method had suffered various modifications and improvements.

Most improvements addressed the sparseness issue to allow intrinsic or user based

sparseness degree variation. The sparseness issue was not only considered from the

feature representation point of view, but also in conjunction with other aspects,

such as feature classification or compression. Some works dealt with the classifica-

tion issue, modifying the standard method in order to achieve superior classification

performance. Being applicable to both 1D and 2D signals, NMF and its variants

have been successfully used for various applications, including image classification,

chemometry, sound recognition, musical audio separation or extraction of summary

excerpts from audio and video, air emission quality studies, identification of object

materials from spectral reflectance data at different optical wavelengths, or text

mining. This paper presents an overview of the standard NMF method along with

its most representative and recent variants, followed by NMF’s applications.

Keywords: Overview, nonnegative matrix factorization, feature extraction, pattern
recognition.

1 Introduction

The data decomposition paradigm has multiple meanings and goals, arising from many
applications. We can mention those related to data compression, transmission or storage.
An important application comes from the pattern recognition field, where the purpose is
to automatically cluster the data samples into distinct classes. This task usually requires
the extraction of discriminant latent features from the initial data prior to classification.
This preprocessing step is typically applied for increasing the classification accuracy. Data
decomposition through feature extraction is an important step for high dimensional data.
When applied, it removes redundant data components and, consequently, reduces data
dimensionality. Working on a lower dimensionality space leads to several benefits, such
as reduced computational load and possible discovery of task-relevant hidden variables.

Given a matrix X of size m×n whose columns contain data samples, the data decom-
position task can be described by factoring X into two terms W and H of size m× p and
p×n, respectively, where p <min(m,n). The decomposition is performed so that the prod-
uct WH should approximate as best as possible the original data X, for p <min(m,n).
Obviously, when p = n, a perfect data recovery is obtained. The columns of W are usually
called basis vectors and the rows of H are called decomposition (or encoding) coefficients.
Thus, the original data are represented as linear combinations of these basis vectors.
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This chapter aims at describing a particular data decomposition approach, termed
Non-negative Matrix Factorization (NMF), where both W, H terms have only non-
negative entries. Several important variations of this technique are also described along
with their applications in signal and image processing. To date, three survey papers on
NMF subject exist in the literature. In the first one [1], the readers can find issues related
to the NMF numerical stability and various algorithms for solving its associated cost func-
tions, while the second survey [2] rather addresses its applications in pattern recognition.
This chapter extends the work presented in the third survey [3], providing an overview
of the entire domain, complements the missing parts of the three aforementioned papers,
and presents novel works devoted to the NMF in terms of both mathematical extensions
and applications. The chapter ends up with discussions where open problems are pointed
out.

2 Matrix decomposition into non-negative factors

Formally, the NMF problem can be stated as follows:
Given a non-negative matrix Xm×n and a positive integer p <min(m,n), find two

non-negative matrices Wm×p and Hp×n that minimize the following Least Square (LS)
cost function f(W,H):

fLS
NMF (X,WH) =

1

2
‖X − WH‖2

F =
1

2

∑

ij

(xij −
∑

k

wikhkj)
2 (1)

subject to W,H ≥ 0. Here F denotes the Frobenius norm, i = 1, . . . , m, j = 1, . . . , n,
and k = 1, . . . , p. We should note that the above NMF problem is too restrictive for a
general definition due to the particular cost function involved. Other error norms can be
considered. However, we referred to this cost function as it was originally mentioned in
the standard NMF, and is ,probably, the most intuitive error measurement. The lower
decomposition rank p can be much less than either n or m, and its value is sometimes
critical for certain applications. To date, no general rule exists for choosing the appropriate
value prior to experiments. Rather, its value is a data-dependent issue.

Non-negative matrix decomposition can be traced back in time to 1994, when Paatero
and Tapper [4] proposed a positive matrix factorization (PMF) to perform factor analysis
on environmental data. The goal of their work was motivated by finding explanations of
large set of experimental measurements, where a particular factor might be present having
a positive effect, or it might not be present in which case it has no effect (value zero).
However, the interest for this problem exploded only after Lee and Seung [5] published
their work in Nature. Their paper describes two NMF applications. The first application
contained human faces in the columns of X, yielding basis vectors describing facial features
such as eyes, eyebrows, nose or mouth. In the second NMF application, the columns of
the input matrix contained word counts from documents and the decomposition produces
basis vectors corresponding to semantic text categories.

Apart from the cost function expressed in (1), Lee and Seung proposed a second cost
function [6] based on Kullback-Leibler (KL) divergence [7]:

fKL
NMF (X ‖WH) ,

∑

i,j

(
xijln

xij∑
k wikhkj

+
∑

k

wikhkj − xij

)
. (2)
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Interestingly, this KL based cost function is closely related to a work of Bregman dated
1967[8], who derived a frequently used distance measure between two positive vectors
a,b ∈ R

m
+ . When these vectors are associated with a convex function φ : ∆ → R,

∆ ⊆ R
m
+ , the Bregman distance between a and b is expressed as follows:

Bφ(a ‖b) , φ(a) − φ(b) −∇φ(a)(a − b) (3)

where ∇φ(a) is the gradient of φ at a. When φ(a) =
∑

i ailnai, for i = 1, . . . , m, the
Bregman distance recasts into Kullback-Leibler (KL) divergence between x and b, i.e.:

KL(a ‖b) =
∑

i

(
ailn

(
ai

bi

)
+ bi − ai

)
. (4)

Obviously, relations (2) and (4) are equivalent for b = Wh, where h is a column of H.
In order to find the factors that minimize the NMF cost function, Lee and Seung [6]

utilized a technique similar to the Expectation-Maximization approach. While keeping
one factor fixed, the other one is updated using a multiplicative rule. The factors are
then interchanged and the procedure is employed again. This procedure is applied either
for a certain number of iterations or until the factorial product approximates the original
data within a specified error range. Thus, for the KL based cost function, the factors are
updated at each iteration t as follows:

ht
kj = ht−1

kj

∑
i wki

xij
∑

k w
ik

ht−1
kj∑

i wik

, (5)

wt
ik = wt−1

ik

( ∑

j

xij∑
k wt−1

ik hkj

hjk

)
. (6)

For the Euclidean distance cost function, the NMF updating relations are:

ht
kj = ht−1

kj

∑
i wkixij∑

i

∑
k wkiwikhkj

, (7)

wt
ik = wt−1

ik

∑
j xijhjk∑

k

∑
j wikhkjhjk

. (8)

wt
ik =

wt
ik∑

i w
t
ik

, for all k. (9)

3 NMF Extensions

3.1 Local NMF

As the NMF method permits only additive factors in its decomposition, theoretically,
it should lead to basis vectors containing sparse image features. Although this expec-
tation was verified for the facial image database used by Lee and Seung in [5], this is
not always the case. It was found that the NMF decomposition rather retrieves more
global (spatially distributed) image features for other image databases. To enhance the
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decomposition sparseness, Li et al [9] have developed the Local Non-negative Matrix Fac-
torization (LNMF) algorithm, imposing more constraints to the KL cost function to get
more localized image features. The associated cost function is then given by:

fKL
LNMF (X||WH) , fKL

NMF (X||WH) + α
∑

ij

uij − β
∑

i

vii, (10)

where [uij] = U = WTW and [vij] = V = HHT . Here, α and β > 0 are constants.
By maximizing the third term in (10), the total squared projection coefficients over all
training images is maximized. The second term can be further split into two parts:

1.
∑

i uii −→ min. This term guarantees the generation of more localized features on
the basis images Z

¯
, than those resulting from NMF, since the basis image elements are

constrained to be as small as possible.
2.

∑
i6=j uij −→ min. This enforces basis orthogonality, in order to minimize the

redundancy between image bases.
The following factors updating rules were found for the KL-based LNMF cost function:

ht
kj =

√
ht−1

kj

∑

i

wki
xij∑

k wikh
t−1
kj

(11)

wt
ik =

wt−1
ik

∑
j

xij
∑

k wt−1
ik

h
kj

hjk

∑
j hkj

. (12)

3.2 Discriminant NMF

LNMF was further extended by Buciu and Pitas [10], who developed a NMF variant that
takes into account class information. Their algorithm, termed Discriminant Non-negative
Matrix Factorization (DNMF), leads to a class-dependent image representation. The
KL-based DNMF cost function is given by:

fKL
DNMF (X||WH) , fKL

LNMF (X||WH) + γSw − δSb, (13)

where γ and δ are constants. The new terms are the within-class Sw and the between-class
Sb scatter matrix, respectively, expressed as following:

1. Sw =
∑Q

c=1

∑nc

l=1(hcl − µc)(hcl − µc)
T . Here, Q are the image classes and nc

is the number of training samples in class c = 1, . . . ,Q. Each column of the p × n
matrix H is viewed as image representation coefficients vector hcl, where c = 1, . . . ,Q
and l = 1, . . . , nc. The total number of coefficient vectors is n =

∑Q
c=1 nc. Further,

µc = 1
nc

∑nc

l=1 hcl is the mean coefficient vector of class c, and µ = 1
n

∑Q
c=1

∑nc

l=1 hcl is the
global mean coefficient vector.

2. Sb =
∑Q

c=1(µc−µ)(µc−µ)T defines the scatter of the class mean around the global
mean µ.

By imposing these terms in the cost function, the decomposition coefficients now
encode class information and they are updated according to the following expression:

h
(t)
kl(c) =

2µc − 1 +
√

(1 − 2µc)2 + 8ξh
(t−1)
kl(c)

∑
i w

(t)
ki

xij
∑

k w
(t)
ik

h
(t−1)
kl(c)

4ξ
(14)
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where ξ = γ − β is a constant. The elements hkl are then concatenated for all Q classes
as:

h
(t)
kj = [h

(t)
kl(1) |h

(t)
kl(2) | . . . |h(t)

kl(Q)] (15)

where “|” denotes concatenation. The expression for updating the basis vectors remains
the same as in the LNMF approach.

A related work to DNMF has been conducted in parallel by Wang et al. [11], who
proposed an algorithm named Fisher non-negative Matrix Factorization (FNMF). How-
ever, contrary to the DNMF method, they modified the NMF rather then the LNMF cost
function, thus leading to different expressions for decomposition factor updating.

3.3 Non-negative sparse image coding

Spareness is an important issue for image decomposition and representation in the Human
Visual System (HVS). Many research studies have been carried out for understanding the
way the HVS encodes visual data. Starting with the work of Hubel and T. N.Wiesel [12],
many other theoretical papers and experiments brought evidences that the response of
the mammalian primary visual cortex (know also as V1 neurons) can be described by
localized, oriented and bandpass filters (also known as receptive fields). When applied to
natural images, these filters decompose the images into features that are very similar to
those obtained by HVS receptive fields. Viewed within this light, Hoyer [13] proposed a
new NMF version called Non-negative Sparse Coding (NNSC) where auxiliary constraints
are used to impose factor sparseness. The sparseness measure is based on the relation

between the L1 norm and L2 norm, i.e., sparseness(x) =
√

m−‖x‖1/‖x‖2√
m−1

. Furthermore, a

penalty term of the form J(W) = (ζ‖resh(W)‖2 − ‖resh(W)‖1)
2 is introduced in the

standard NMF problem, where ζ =
√

km − (
√

km − 1)η, and resh(.) is the operator
which transforms a matrix into a column vector in a column-wise fashion. Here, the
desired sparseness for the basis vectors is controlled by η, which can vary from 0 to 1. By
replacing W with H, the sparseness control can be applied to the encoding coefficients.

3.4 Nonsmooth NMF

A sparse NMF variant called nonsmooth NMF (nsNMF) was proposed by Montano et al.
in [14], which allows a controlled sparseness degree in both factors. Like LNMF and NNSC
methods, nsNMF also leads to a local image decomposition. However, unlike the LNMF
approach, nsNMF explicitly modifies the sparseness degree. Also, unlike NNSC, this
variant applies the sparseness concept directly to the model, achieving global sparseness.
Imposing sparseness in one of the NMF factors (as NNSC does) will almost certainly
force smoothness in the other in an attempt to reproduce the data as best as possible.
Additionally, forcing sparseness constraints on both the basis and the encoding vectors
decreases the data variance explained by the model. The new variant nsNMF seems to
be more robust to this effect. The nsNMF decomposition is given by X = WOH. The
matrix Op×p is a square positive symmetric “smoothing” matrix defined as:

O = (1 − υ)I +
υ

p
11T , (16)
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with I the identity matrix and 1 is a vector of ones. The parameter 0 ≤ υ ≤ 0 controls
the extent of smoothness of the matrix operator O. However, strong smoothing in O will
force strong sparseness in both the basis and the encoding vectors, in order to maintain
faithfulness of the model to the data. Accordingly, the parameter υ controls the model
sparseness. The suitability of the proposed method over NMF, NNSC and LNMF is inves-
tigated with respect to the deterioration of the goodness of fit between the data and the
model. The nsNMF model maintained almost perfect faithfulness to the data, expressed
by a variance (of goodness) value greater than 99 % for a wider range of sparseness degree,
compared with the other NMF variants whose variance decreases with sparseness degree
modification.

3.5 Projective NMF

A novel method to decompose the input matrix into non-negative factors named projective
NMF (ProjNMF) was proposed by Yuan and Oja [15]. The idea is derived from the
Singular Value Decomposition (SVD) approach. ProjNMF based on LS minimization can
be written as:

minimize fLS
ProjNMF (X,W) =

1

2
‖X − WWTX‖2

F

subject to W ≥ 0, (17)

Note that the encoding matrix H is now replaced by the product WTX. The LS and KL
minimization leads to the following rule for updating W:

wik = wik

∑
j

∑
i xijxjiwik∑

k

∑
j

∑
i wikwkixijxjiwik +

∑
j

∑
k

∑
i xijxjiwikwkiwik

(18)

and

wik = wik

∑
j(wkixij +

∑
i wkixij)

∑
j xkj

(
∑

i wkixij∑
k

∑
i wikwkixij

+
∑

i wki
xij∑

k

∑
i wikwkixij

) (19)

Experimentally, it was found that projNMF produces sparser basis vectors than the stan-
dard NMF. However, the reconstruction accuracy (defined as the Euclidean distance be-
tween the original input matrix and the factors product) is lower then the one obtained
by the standard NMF for the same number of iterations.

3.6 NMF with Temporal Smoothness and Spatial Decorrelation
Constraints

The standard NMF was altered in [16] by imposing additional constrains to tackle in
particular time varying signals. Here, the rows of H represents temporal signal of length
n samples. Then the k − th source can be denoted by hk(t) ≡ hkt and the k − th row
vector of H by hk. The temporal smoothness is described by:

R =
1

n
‖hn

k − h
n

k‖2 =
1

n
‖hn

k − Thn
k‖2, (20)
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where h
n

k denotes the short-term exponentially weighted average of temporal signal hk(t)
and hn

k is the corresponding long-term. As described above, the short-term is expressed
as the convolution product between hk(t) and a template operator T, defined through the
following Toeplitz matrix:

T =




τ 0 0 0 0 0 0 . . . 0
ρτ β 0 0 0 0 0 . . . 0
ρ2τ ρτ τ 0 0 0 0 . . . 0
ρ3τ ρ2τ ρτ τ 0 0 0 . . . 0
ρ4τ ρ3τ ρ2β ρτ τ 0 0 . . . 0
0 ρ4τ ρ3τ ρ2τ ρv τ 0 . . . 0

0 0 · · · . . . . . .
0 · · · 0 ρ4τ ρ3τ ρ2τ ρτ τ




, where ρ ∈ (0, 1) is a forgetting factor that determines the local smoothness range, and
τ = 1 − ρ.

Finally, the NMF LS and KL based cost function of NMF with temporal smoothness
constraint are written as:

fLS
tNMF = fLS

NMF + ϕ
∑

k

Rk, (21)

and
fKL

tNMF = fKL
NMF +

ϕ

2

∑

k

Rk, (22)

respectively. Here, ϕ is a small regularization coefficient that balances the trade-off be-
tween the reconstruction error and temporal smoothness constraint. The corresponding
factor updating rules for LS minimization are as follows:

hkj = hkj

∑
i wkixij∑

i

∑
k wkiwikhkj + ϕ

∑
j hkjqjj

(23)

wkj = wkj

∑
j xijhjk∑

k

∑
j wikhkjhjk

, (24)

where qjj are the elements of the symmetric square matrix Q = 1
n
(I − I)T (I − I). The

corresponding factor updating rules for KL minimization are given by:

hkj =
−b +

√
b2 − 4ac

2a
(25)

wkj = wkj

∑
j xijhjk/

∑
k wikhkj∑

j hkj

, (26)

where a = ϕ
∑

l qjl, b =
∑

i wik, and c = −∑
i xij

wikhkj∑
k wikhkj

.

The spatial decorrelation constraint implies that the column vectors st are uncorrelated
and that the sample correlation matrix V = HHT /n is diagonally dominant. Notice that
this constraint is exactly the same as the one in the LNMF approach, leading to the same
cost function, except the constraint associated to the basis vectors.
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3.7 NMF Deconvolution

Non-negative matrix factor deconvolution [17] is another particular application derived
from the standard NMF to cope with temporal information extracted from sound signals.

Here, the decomposition takes the form V =
∑T−1

t=0 Wt

−→
H, where t is the time interval

and the symbol
−→
(·) over the matrix denotes the shift operator that shifts the columns of

the matrix by i places to the right. The leftmost columns of the matrix are appropriately
set to zero, so as to maintain the original size of the input.

3.8 Shifted NMF

Mørup et al [18] further extended NMF algorithm to allow delays among factor compo-
nents utilized in source separation. Within this particular application, each row of the
input matrix X represents a sensor, while each column of W denotes a source to be ex-
tracted from the mixture. The decomposition of the so-called shifted NMF (sNMF) is
given by xi,j =

∑
k wi,khk,n−νm,k

+ ei,j, where ei,j represents the noise and νm,k denotes
an arbitrary delay from the k − th source to the m − th sensor. For the LS based cost
function, the updating rule for the basis vectors is the one derived from the standard
NMF. The encoding matrix H and the delay term νm,k is modified according to:

hk,j = hk,j

g−
k,j

g+
k,j

(27)

νm,k = νm,k − ηbm,k
∂fLS

sNMF

∂νm,k

. (28)

In the above expressions, g−
k,j and g+

k,j are the inverse DFT (time domain) of the quan-

tities g̃−
k,j = 1

p

∑
i w̃

(f)
ki x̃

(f)
ij and g̃+

k,j = 1
p

∑
i

∑
k w̃

(f)
ki w̃

(f)
ik h̃

(f)
kj , respectively, expressed in the

frequency domain. These quantities are computed by taking the derivative of the sNMF
LS based function with respect to H̃ in frequency domain. The quantities bm,k represent
the elements of the Hessian matrix, i.e., the second order partial derivatives of the cost
function with respect to νm,k. η is a step parameter.

3.9 Incremental NMF

An incremental version of the NMF algorithm was proposed in [19]. This extension is
very useful when new data arrives, i.e., when adding new columns to X. For standard
NMF, this batch-mode operation implies re-running the algorithm from scratch, thus
increasing the processing time. Incremental NMF (INMF) allows concatenation of ad-
ditional columns to the initial input matrix without increasing the computational load.
This approach was applied to model the dynamic content of a surveillance video. Here,
p denotes the initial number of frames. With a new video frame sample n + 1, the INMF
cost function is expressed as follows:

fINMF (n+1) = (1 − θ)fINMF (n) + θ

m∑

i=1

(
xi −

∑

k

wikhk

)
(29)
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The INMF minimization leads to the following updating rules:

ht
k = ht−1

k

∑
i wki(n)

xij
∑

k w
ik(n)

ht−1
k∑

i wik(n)

, (30)

wt
ik = wt−1

ik

∑
j(1 − θ)xij(n)hjk(n) +

∑
j θxijh

t
jk∑

k

∑
j(1 − θ)wik(n)hkj(n)hjk(n) +

∑
j θhkjhjk

. (31)

The parameter θ ∈ (0, 1) controls its ability to adapt to dynamic content changes. Note
that each video frame in Xn+1 is reconstructed with the help of the corresponding column
of the encoding matrix Hn+1. Consequently, the derivative for computing the updating
rules for the factors is taken with respect to the columns of Hn+1. Also, whenever a new
video frame (n + 1) arrives, INMF does not need to update all elements of the matrix
Hn+1, but only the elements corresponding to the new updated video frame. Therefore,
the number of factor updating per iteration is fixed and no additional computational load
is required.

3.10 Sparse higher order NMF

An interesting NMF extension which allows higher order matrix (tensor) decomposition
into non-negative factors is developed by Mørup et al [20]. Tensors (also known as multidi-
mensional matrices) are generalization of vectors (first order tensors) or matrices (second
order tensors), i.e., X ∈ CI1×I2×...IN . The tensors can be decomposed according to:

Xi1,i2,...iN =
∑

j1,j2,...jN

Gj1,j2,...jN
A

(1)
i1,j1

A
(1)
i1,j1

· . . . · A(N)
iN ,jN

, (32)

where the core tensor G ∈ CJ1×J2×...JN and An ∈ CIN×JN . Furthermore, the decomposition
can be written as:

X(n) = A(n)Z(n) = A(n)G(n)(A
(N) ⊗ . . . ⊗ A(n+1) ⊗ A(n−1) ⊗ . . . ⊗ A(1))T . (33)

The n − th modality is spanned by the vectors comprised by the columns of A(n), while
the vectors of each modality interact with the strength expressed by the core tensor to
reconstruct the data. By exchanging W with A(n) and H with Z(n), the HONMF recasts
into the standard NMF problem. The LS and KL cost functions are expressed as:

fLS
HONMF (X,WH) , fLS

NMF (X,WH) + λ Csparse(H), (34)

fKL
HONMF (X||WH) , fKL

NMF (X||WH) + λ Csparse(H). (35)

Here, Csparse(H) is a function used to controls the sparseness degree of H. The HONMF
updates the factors A and G, until the convergence is achieved. For the LS minimization
problem, the updating rules are described as follows:

A(n) = A(n) ⊗
(
X(n)Z

T
(n)

)
⊘

(
A(n)Z(n)Z

T
(n)

)
(36)

R = G ×1 A(1)T ×1 A(1)T ×3 . . . ×N A(N)T

B = X ×1 A(1)T ×1 A(1)T ×3 . . . ×N A(N)T

C = R×1 A(1)T ×1 A(1)T ×3 . . . ×N A(N)T

G = G ⊗ B ⊘ C.
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Here, ⊗ and ⊘ denote elementwise multiplication and division, respectively. The updating
rules for the KL-based cost function are:

A(n) = A(n) ⊗
(
X(n) ⊘ (A(n)Z(n)) ⊗ ZT

(n)

)
⊘

(
I(n)ZT

(n)

)
(37)

R = G ×1 A(1)T ×1 A(1)T ×3 . . . ×N A(N)T

D = X ⊘R×1 A(1)T ×1 A(1)T ×3 . . . ×N A(N)T

F = E ×1 A(1)T ×1 A(1)T ×3 . . . ×N A(N)T

G = G ⊗ D ⊘ F ,

where I and E is the identity matrix and the tensor of ones in all entries, respectively.
Synthetic data consisting of 5 images of logical operators mixed through two modalities
was used for experiments. HONMF was found to identify almost all components, while
the standard NMF fails to estimate the proper components.

3.11 Polynomial NMF

Recently, a kernelized NMF extension termed polynomial NMF (PNMF) was proposed
in [21] to handle nonlinear non-negative factor decomposition. The input matrix X is
firstly transformed through a nonlinear polynomial kernel mapping into a higher dimen-
sional space F ⊆ Rl×n, l ≫ m (called reproducing kernel Hilbert or feature space),
followed by a nonnegative decomposition within this feature space. The proposed non-
linear mapping enables higher-order correlation between input variables, thus discovering
features which posses non-linear dependencies. If the transformed input data is denoted
by F = [φ(x1), φ(x2), . . . , φ(xn)], with l - dimensional vector
φ(xj) = [φ(x)1, φ(x)2, . . . , φ(x)s, . . . , φ(x)l]

T ∈ F , one can find a matrix
Y = [φ(z1), φ(z2), . . . , φ(zp)], Y ∈ F , that approximates the transformed data set, so that
p < n. Consequently, each vector φ(x) can be written as a linear combination φ(x) ≈ Yb.
The PNMF LS based cost function is expressed as:

fLS
PNMF = ‖φ(X) − YB‖2. (38)

The minimization is subject to br, Zir ≥ 0, and
∑m

i=1 Zir = 1. The updating rules for the
non-negative factors B and Z are given above:

B = B ⊗ Kzx ⊘ (KzzB) (39)

Z = Z ⊗ [(XK
′

xz) ⊘ (ZΩK
′

zz)] (40)

Z = Z ⊘ S (41)

where Kzx := 〈φ(zi), φ(xi)〉 and Kxz := 〈φ(xi), φ(zi)〉 are kernel matrices of dimensions
p× n and n× p, respectively, containing values of kernel functions of zi ∈ Z and xi ∈ X,
and Kzz = 〈φ(zi), φ(zo)〉 is a p×p kernel matrix of any vectors zi, zo ∈ Z. Ω is a diagonal
matrix whose diagonal elements are ωrr =

∑n
j=1 Brj, r = 1, . . . , p. The columns of S are

given by sr =
∑m

i=1 Zir, r = 1, . . . , p. The sign “ ′ ” denotes the derivative of matrix
elements. For the polynomial kernel k

′

(xi,xj) = d · k(xi · xj)
d−1.
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4 Applications

The standard NMF approach and its variants have been extensively used as feature ex-
traction techniques for various applications, especially for high dimensional data analysis.
The newly formed low dimensionality subspace represented by the basis vectors should
capture the essential structure of the input data as best as possible. Although, theoret-
ically, NMF could be applied to data compression, not much work was carried out in
this regard. Rather, the computer vision community focused its attention to the appli-
cation of NMF to pattern recognition applications, where the extracted NMF features
are subsequently clustered or classified using classifiers. The NMF applications can be
characterized according to several criteria. We provide the following application classes:

• 1D signal applications (including sounds and EEG data), where the input matrix
X contains in its columns one-dimensional data varying over time.

• 2D signal applications (face object images, etc.), where the input matrix X contains
in its columns a vectorized version of the 2D signals (basically 2D images) obtained
by lexicographically concatenating the rows of the two-dimensional images.

• Other applications, including text or e-mail classification.

4.1 1D signal applications

The separation of pitched musical instruments and drums from polyphonic music is one
application, where NMF was considered by Helén and Virtanen in [22]. The NMF splits
the input data spectrogram into components which are further classified by an SVM
to be associated to either pitched instruments or drums. Within this application, each
column of the input matrix X represents a short-time spectrum vector xt. The non-
negative decomposition takes the form xt =

∑n
i=1 snai,t, where sn is the spectrum of

n− th component, ai,t is the gain of n− th component in frame t, and n is the component
number. Individual musical instrument sounds extraction using NMF was exploited by
Benetos et al. in [23]. A number of 300 audio files are used, corresponding to 6 different
instrument classes (piano, violin, cello, flute, bassoon, and soprano saxophone) [24]. Two
sorts of features are used to form the input matrix. The first feature set is composed
of 9 audio specific features and MPEG-7 specifications (such as zero-crossing rate, delta
spectrum, mel-frequency cepstral coefficients, etc). The second feature set is given by the
rhythm pattern described by several other audio characteristics (such as power spectrum,
critical bands, modulation amplitude, etc).

One particular NMF application is on spectral data analysis. Source spectra separa-
tion from magnetic resonance (MR) chemical shift imaging (CSI) of human brain using
constrained NMF analysis was investigated by Sajda et al. [25]. In CSI, each tissue is
characterized by a spectral profile or a set of profiles corresponding to the chemical com-
position of the tissue. In tumors, for instance, metabolites are heterogeneously distributed
and, in a given voxel, multiple metabolites and tissue types may be present, so that the
observed spectra are a combination of different constituent spectra. Consequently, the
spectral amplitudes of the different coherent resonators are additive, making the appli-
cation of NMF reasonable. The overall gain with which a tissue type contributes to this
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addition is proportional to its concentration in each voxel, such that X is the observed
spectra, the columns of W represents concentration of the constituent materials, and the
rows of H comprises their corresponding spectra.

The spectral data analysis was also investigated in [26] by proposing a constraint
NMF algorithm to extract spectral reflectance data from a mixture for space object iden-
tification. In this application, each observation of an object is stored as a column of a
spectral trace matrix X, while its rows correspond to different wavelengths. Each column
of W, called endmember, is a vector containing nonnegative spectral measurements along
p different spectral bands, where each row of H comprises the fractional concentration.

Multichannel EEG signals have been analyzed via NMF concept by Rutkowski et al.
in [27]. The signals are firstly decomposed into intrinsic modes in order to represent them
as a superposition of components with well defined instantaneous frequencies called IMF.
The resulting trace IMF components form the input matrix X, while W is the mixing
matrix containing the true sub-spectra.

Finally, NMF has been tailored to address the plant-wide oscillation detection problem
by Tangirala et al. [28]. This industrial application deals with the presence of oscillations
in control loop measurements which can drastically affect the control loop performance
and plant productivity. The input matrix X represents the total power which characterizes
the overall spectral plant behavior. The total power is the normalized power spectrum
sums at certain frequencies over the number of measurements n. Thus, NMF can be
viewed as the decomposition of the total power by each basis shape.

4.2 Image applications

One of the first NMF applications in images is on face recognition tasks. Li et al [9]
explored this issue for both NMF and LNMF techniques, when a simple Euclidean distance
is used as classifier. Their experiments revealed the superiority of LNMF over the standard
NMF for the ORL face database [29], especially for occluded faces. Guillamet and Vitrià
[38] also applied NMF to a face recognition task. A third framework dealing with the
face recognition task is described in [31], where the DNMF is employed along NMF
and LNMF for comparison. Also, besides the Euclidean distance, two other classifiers
(cosine similarity measure and SVMs) are utilized. Two databases, namely ORL and
YALE [32] are utilized here. The experiments showed that the NMF seems to be more
robust to illumination changes than LNMF and DNMF, since the variation of illumination
conditions for the faces pertaining to Yale database is much more intense than for images
from the ORL database. Contrary to the results obtained for ORL, where LNMF gave the
highest recognition rate, when face recognition is performed on the YALE database, the
best results are obtained by the NMF algorithm. Although the ORL database, generally,
contains frontal faces or slightly rotated facial poses. This can contribute to the superior
performance of LNMF, since this algorithm is rotation invariant (up to some degree),
because it generates local features in contrast to NMF which yields more distributed
features.

Buciu and Pitas applied NMF and LNMF for facial expression recognition in [33] and
compared them with the DNMF algorithm in [10] for the same task. It was found that,
for the facial expression recognition task, the DNMF method outperforms the other two
techniques for the Cohn-Kanade AU-coded facial expression database [34].
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The NMF for object recognition is investigated by Spratling [35], where an empirical
investigation of the NMF performance with respect to its sparseness issue for occluded
images is reported. The experiments were conducted for the standard bars problem, where
the training data consists of 8× 8 pixel images in which each of the 16 possible (one-pixel
wide) horizontal and vertical bars can be present with a probability of 1/8. The occlusion
was simulated by overlapping between horizontal and vertical bars. Several NMF variants
(i.e., NMF, LNMF, and NNSC) have been tested. It was found that no NMF method was
able to identify all the components in the unequal bars (occlusion) problem for any value of
the sparseness parameter. To overcome this situation, the author proposed a non-negative
dendritic inhibition neural network, where the neural activations identified in the rows
of H reconstruct the input patterns X via a set of feedforward (recognition) weights W.
When applied to face images, the proposed NMF neural network learns representations
of elementary image features more accurately than other NMF variants. Within the same
object recognition framework, empirical results for NMF, LNM, and DNMF techniques
were reported in [36]. The techniques were applied to the Columbia Object Image Library
(COIL-100) database [37] comprising color images of 100 objects. The object images were
taken at pose intervals of 5 degrees, resulting in 72 poses per object, producing a total of
7200 images. Once the NMF (LNMF, DNMF) features were extracted, the feature vector
used for classification is built up either by projecting the input data onto the pseudo-
inverse of W, or by projecting the input data onto the transpose of W. The analysis
was performed to investigate its classification accuracy with respect to the basis images
sparseness degree. As far as the sparseness issue is concerned, the experiments showed a
direct relatively strong correlation between sparseness and the recognition performance
in the case of LNMF, a moderate correlation in the case of DNMF, and an opposite
correlation for NMF, when the inverse of the basis images matrix was employed. A much
stronger correlation between the sparseness degree and the recognition rate was noticed
for all three algorithms, when the feature vectors is formed using the transpose of the
basis image matrix. Guillamet et al. experimentally compared NMF to the Principal
Component Analysis (PCA) for image patch classification in [38]. In these experiments,
932 color images from the Corel Image database were used. Each of these images belongs
to one of 10 different classes of image patches (clouds, grass, ice, leaves, rocky mountains,
sand, sky, snow mountains, trees and water). NMF outperformed PCA. Finally, a face
detection approach based on LNMF was proposed by Chen et al. in [39].

4.3 Other applications

The application of NMF for text classification was undertaken in [40]. This application is
characterized by a large number of classes and a small training data size. In their formu-
lation, the elements wik ≥ 0 represent the confidence score of assigning the k-th class label
to the i-th example. Furthermore, H = BWT , where the non-negative matrix B captures
the correlation (similarity) among different classes. However, the linear constraint that
restricts the matrix H to be linearly dependent on the matrix W delineates the algo-
rithm from the standard NMF approach. For experiments, 3456 documents were picked
up from the textual data of the Eurovision St Andrews Photographic Collection (ESTA)
in ImageCLEF collection [41]. On average, each document is assigned to 4.5 classes. As
baseline, for comparison, three methods namely Spectral Graph Transducer, Multi-label
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Informed Latent Semantic Indexing, and Support Vector Machines, were employed. The
constrained NMF-based algorithm showed superiority in correctly assigning the document
to the proper class, over the aforementioned three methods.

Document clustering using NMF was also investigated by Shahnaz et al. in [42]. Two
databases are used for experiments. The first one, Reuters data corpus [43], contains
21578 documents and 135 topics or document clusters created manually. Each document
in the corpus has been assigned one or more topics or category labels based on its content.
Seven values are picked up for p and three different document collections are generated
by filtering the documents according to different topic files. Thus, NMF was performed
on all 21 matrices. For any given X, with p topics and n documents, the matrix W
has p columns or basis vectors that represent p clusters, while matrix H has n columns
representing the number of documents. A column vector in H has p components, each
of which denoting the contribution of the corresponding basis vector to that column or
document. The classification or clustering of documents is performed based on the index
of the highest value of p for each document. The same procedure was employed for the
second database, named TDT2 [44].

The extraction and detection of concepts or topics from electronic mail messages is a
NMF application proposed by Berry and Browne in [45]. The input matrix X contains n
messages indexed by m terms (or keywords). Each matrix element xi,j defines a weighted
frequency at which the term i occurs in message j. Furthermore, xi,j is decomposed as
xi,j = li,jgidj, where li,j is the local weight for the term i occurring in message j, gi is the
global weight for i - th term in the subset, and dj is a document normalization factor,
which specifies whether or not the columns of X (i.e., the documents) are normalized.
Next, a normalized term pi,j = fi,j/

∑
j fi,j is defined, where fi,j denotes frequency that

term i appears in the message j. Then, two possible definitions exist for xi,j. The first
one sets li,j = fi,j, gi,j = 1, while the second interpretation sets li,j = log(1 + fi,j) and
gi,j = 1 + (

∑
j pi,jlog(pi,j)/log n), respectively. After NMF decomposition, the semantic

feature represented by a given basis vector wk (k - th column of the matrix) by simply
sorting (in descending order) its i elements and generating a list of the corresponding
dominant terms (or keywords) for that feature. In turn, a given row of H having n
elements can be used to reveal messages sharing common basis vectors wk, i.e., similar
semantic features or meaning. The columns of H are the projections of the columns
(messages) of X onto the basis spanned by the columns of W.

A chemometric application of the NMF method is proposed by Li et al. [46] where
several NMF variants are used to detect chemical compounds from a chemical substances
represented through Raman spectroscopy. The input matrix contains the observed total
mixture chemical spectra, the basis vectors denote the contribution of chemical spectra,
while the spectra is encoded into H.

5 Conclusions

Typically, NMF decomposes an input matrix X into two nonnegative factors W and H,
where X ≈ WH. Solving the NMF problem implies finding these decomposition factors,
so that their product approximate the original input matrix as best as possible. This is
equivalent to building an associated cost function to be minimized. The NMF algorithms
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can be categorized into three classes: multiplicative update algorithms, gradient descent
algorithms and alternating least squares algorithms. We did not intend to describe the
NMF approach from this view point. Interested readers may consult [1], where the numer-
ical stability of NMF classes is investigated. Rather, this paper aims at describing novel
recent NMF variants, where, apart from the mandatory nonnegativity constraints on both
factors, other additional application-based constraints are imposed. Some relevant NMF
applications were also considered.

As far as the NMF open problems are concerned, several challenges exist, as follows:

• The optimization problem. All the described NMF variants suffer from the same
drawback: no global minimum is guaranteed; they only lead to a local minimum,
thus several algorithm runs may be necessary to avoid getting stuck in an undesired
local minimum. However, in practice, even local minima can provide satisfactory
results. Having an approach which conducts to a global minimum will greatly
improve the numerical NMF stability.

• Initialization of H and W. Basically, the factors are initialized with random non-
negative values. A few efforts were undertaken in order to speed up the convergence
of the standard NMF. Wild [47] proposed a spherical k-means clustering to initial-
ize W. More recently, Boutsidis and E. Gallopoulos [48] employed an SVD-based
initialization. For the DNMF algorithm, Buciu et al. [49] constructed initial basis
vectors, whose values are not randomly chosen but contain information taken from
the original database. The redundant information of initial basis images is then min-
imized by imposing orthogonality “a priori”. Additionally, the original basis vectors
are projected into a sparse and non-negative feature space. Finally, by using a least
squares approach, a first approximation for the X ≈ WH problem leads closer to
the final solution, speeding up the DNMF convergence. However, this issue is an
open problem and needs further improvements for the standard NMF approach and
it variants.

• Speed up of the algorithmic convergence. Apart from starting with non-random
values for the factors, several other attempts were carried out to lower the number
of iterations needed for the standard NMF to get to the solution. This includes
the use of a projected gradient bound constrained optimization technique which
was found to be more efficient in convergence terms [50]. Gonzales and Zhang
[51] proposed an interior-based approach to accelerate the standard NMF, while
Zdunek and Cichocki [52] employed a second-order optimization constraint in the
NMF cost function. However, the proposed optimization technique provides slightly
worse results compared to the standard NMF, when applied to unmix a set of image
mixture. The issue remains open.

• Subspace selection. To date, there is no approach suggesting, a priori, the optimal
choice of p for the best performances. The issue is difficult and data-dependent.
Typically, the algorithms run for several values of p and the subspace dimension
corresponding to the highest recognition rate is reported. Also, before data pro-
jection, the resulting basis vectors may be re-ordered according to some criteria
(descending order of sparseness degree, discriminative capabilities, etc).
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• Nonlinear nonnegative features. Standard NMF linearly decomposes the data. The
kernel-based NMF approach proposed in [21] tends to retrieve nonlinear negative
features. However, the way the factors are decomposed limits the kernel type.
More precisely, the method only allows the polynomial kernel function. Finding
an approach to incorporate other kernel functions for more flexibility is a future
challenge.
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A Multi-Agent Stigmergic Model for Complex
Optimization Problems

Camelia Chira, Camelia M. Pintea and D. Dumitrescu

Abstract: Combinatorial optimization problems arise in many and diverse real-

world applications. Systems composed of several interacting autonomous agents

are investigated for their potential to efficiently address such complex real-world

problems. Agents typically communicate by directly exchanging information and

knowledge about the environment and have the ability to learn while acting and

reacting in their environment. It is proposed to further endow agents with stigmer-

gic behaviour in order to cope with complex combinatorial problems. This means

that agents are able to indirectly communicate by producing and being influenced

by pheromone trails. Furthermore, stigmergic agents within a system have different

sensitivity levels facilitating a balance between direct and stigmergic communication.

For better search diversification and intensification, agents can learn to modify their

sensitivity level according to environment characteristics and previous experience.

The resulting computational metaheuristic combines sensitive stigmergic behaviour

with direct agent communication and learning for combinatorial optimization. The

proposed model has been tested for solving various instances of NP-hard problems

and numerical experiments indicate the robustness and potential of the new meta-

heuristic.

Keywords: agent communication, stigmergy, sensitivity, multi-agent system, ant
colony optimization

1 Introduction

Metaheuristics can efficiently find high-quality near optimal solutions within reasonable
running time for problems of realistic size and complexity [5]. This paper investigates
the potential of models based on interacting agents to address combinatorial optimization
problems.

A metaheuristic combining stigmergic behaviour and agent direct communication is
proposed. The proposed model involves several two-way interacting agents. On one hand,
agents are endowed with a stigmergic behaviour [3, 11] similar to that of Ant Colony
Systems [8, 9]. This means that each agent is able to produce pheromone trails that can
influence future decisions of other agents. On the other hand, agents can communicate
by directly exchanging messages - a behaviour similar to that of multi-agent systems
[13, 15, 19]. The information directly obtained from other agents is very important in
the search process and can become critical in a dynamic environment (where the latest
changes in the environment can be transmitted to other agents).

Stigmergic agents are characterized by a certain level of sensitivity to the pheromone
trail facilitating a balance between direct and stigmergic communication. The agents have
different sensitivity levels allowing various types of reactions to a changing environment.
Furthermore, the senitivity level of each agent is not static as the agent has the ability to
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dynamically change sensitivity according to information perceived about the environment.
Learning plays a crucial role in the functionality of the system.

The proposed model is tested for solving various instances of NP-hard problems: the
Generalized Traveling Salesman Problem (GTSP), the Asymmetric Traveling Salesman
Problem (ATSP) and a dynamic version of GTSP. Numerical results and comparisons
indicate the potential of the proposed system.

The structure of the paper is as follows: stigmergic agents are introduced based on
a brief review of both multi-agent systems and ant colony systems, agent sensitivity
to pheromone trails is explained, the learning mechanism for agents is presented and
the proposed model and algorithm are detailed. Numerical experiments and some final
remarks conclude the paper.

2 Stigmergic Agents

Agents of the proposed model are able to communicate both directly and in a stigmergic
manner using pheromone trails produced by agents. Direct communication is inspired by
the paradigm of multi-agent systems while stigmergic communication is based on swarm
intelligence behaviour such as that of ant systems.

2.1 Multi-Agent Systems

Characterized by computational efficiency, reliability, extensibility, robustness, maintain-
ability, responsiveness, flexibility and reuse, multi-agent systems (MAS) promote con-
ceptual clarity and simplicity of design [13, 19]. A multi-agent approach to developing
complex systems involves the employment of several agents capable of interacting with
each other to achieve objectives [2, 6, 22, 23]. The benefits of such an approach include the
ability to solve large and complex problems, interconnection and interoperation of multi-
ple existing legacy systems and the capability to handle domains in which the expertise
is distributed [2, 13, 14].

Interoperation among autonomous agents of MAS is essential for the successful loca-
tion of a solution to a given problem [6, 19]. Agent-oriented interactions span from simple
information interchanges to planning of interdependent activities for which cooperation,
coordination and negotiation are fundamental. Coordination is necessary in MAS be-
cause agents have different and limited capabilities and expertise [14]. Agents have to
coordinate their activities in order to determine the organizational structure in a group
of agents and to allocate tasks and resources. Furthermore, interdependent activities re-
quire coordination (the action of one agent might depend on the completion of a task
for which another agent is responsible). Negotiation is essential within MAS for conflict
resolution and can be regarded as a significant aspect of the coordination process among
autonomous agents [2, 14].

Agents need to communicate in order to exchange information and knowledge or to
request the performance of a task as they only have a partial view over their environ-
ment [6, 22]. Considering the complexity of the information resources exchanged, agents
should communicate through an agent communication language (ACL). Standard ACLs
designed to support interactions among intelligent software agents include the Knowledge
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Query and Manipulation Language (KQML) proposed by the Knowledge Sharing Effort
consortium [10] and FIPA ACL defined by the FIPA organization [25]. Both KQML and
FIPA ACLs are designed to be independent of particular application vocabularies.

2.2 Ant Systems

Self-organization [3] and indirect interactions between individuals in a system make possi-
ble the identification of intelligent solutions to complex problems. These indirect interac-
tions occur when one individual modifies the environment and other individuals respond
to the change at a later time. This process refers to the idea of stigmergy [11] which stays
at the core of any ant system model. The indirect interactions in an ant system are based
on pheromone trails being inspired by the real behaviour of ants. This approach led to
the development of a metaheuristic that has been successfully used to solve combinatorial
optimization problems [12].

Ant algorithms are based on the following main ideas [1, 9]:

• Each tour detected by an ant is associated with a candidate solution for a given
problem.

• The amount of pheromone deposited on a tour is proportional to the quality of the
corresponding candidate solution for the target problem.

• When an ant has to choose between two or more nodes, the edge having higher
amount of pheromone has a greater probability of being chosen.

The Ant Colony System (ACS) metaheuristic [7] is a particular class of ant algorithms.
The behaviour of insects is replicated to the search space. The decisions of the ants
regarding the edge to follow are influenced by the corresponding amount of pheromone.
Stronger pheromone trails are preferred and the most promising tours receive a greater
pheromone trail in time. The result of an ACS algorithm is the shortest tour found -
potentially corresponding to the optimal or a near-optimal solution of the given problem.

Let α and β be parameters used for tunning the relative importance of edge length in
selecting the next node. Let us denote by Jk

i the unvisited successors of node i by ant k
and u ∈ Jk

i. q is a random variable uniformly distributed over [0, 1] and q0 is a parameter
in the unit interval.

The probability piu of choosing j = u as the next node if q > q0 (the current node is
i) is defined as [7]:

piu(t) =
[τiu(t)]

α[ηiu(t)]
β

Σo∈Jk
i
[τio(t)]]α[ηio(t)]β

, (1)

where

τiu(t) refers to the pheromone trail intensity on edge (i, u) at time t, and

ηiu(t) represents the visibility of edge (i, u).

If q ≤ q0 the next node j is chosen according to the following rule [7]:
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j = argmaxu∈Jk
i
{[τiu(t)]

α[ηiu(t)]
β}. (2)

Well known and robust algorithms include Ant Colony System [7] and MAX-MIN Ant
System [21].

2.3 Hybrid Behaviour of Stigmergic Agent Systems

Agents of the proposed model are able to exchange different types of messages in or-
der to share knowledge and support direct interoperation. The content of the messages
exchanged refers to environment characteristics and partial solutions obtained. The in-
formation about dynamic changes in the environment is of significant importance in the
search process. The introduced model inherits agent properties such as autonomy, re-
activity, learning, mobility and pro-activeness used in multi-agent systems [13, 15, 23].
The agents that form the system have the ability to operate without human intervention,
can cooperate to exchange information and can learn while acting and reacting in their
environment.

Furthermore, agents are endowed with the ability to produce pheromone trails that
can influence future decisions of other agents within the system. The idea of stigmergic
agents was introduced in [5] where a system composed of stigmergic agents is outlined
and illustrated by an example. The stigmergic behaviour of agents is similar to that of
the ants in the bio-inspired ACS metaheuristic [8, 9].

Every time a decision needs to be made, an agent will first choose one of the strategies
available: direct communication or stigmergic communication. If direct communication
strategy is selected then the agent will make the decision based on the information about
the environment and partial solutions received directly from other agents. If stigmergic
strategy is used then the agent will make the decision based on the ACS model using the
rules given in (1), (2).

3 Sensitivity in the Proposed Stigmergic Agent Model

Sensitivity in ant systems refers to the idea that not all ants react in the same way to
the pheromone trails [4]. In a sensitive ant model, agents are heterogeneous as they are
endowed with different levels of sensitivity to pheromone. This variable sensitivity can
potentially induce various types of reactions to a changing environment. A better bal-
ance between search diversification and search exploitation can be achieved by combining
stigmergic communication with heterogeneous agent behaviour.

The model of sensitive ants described in [4] is engaged in the proposed stigmergic
agent model for guiding the agent in the selection of the strategy (direct or stigmergic
communication)to be used when a decision has to be made.

Within the proposed model each agent is characterized by a pheromone sensitivity
level denoted by PSL which is expressed by a real number in the unit interval [0, 1].
Extreme situations are:

• If PSL = 0 the agent completely ignores stigmergic information;

• If PSL = 1 the agent has maximum pheromone sensitivity.
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Small PSL values indicate that the agent will normally choose very high pheromone
levels moves (as the agent has reduced pheromone sensitivity). These agents are more
independent and can be considered environment explorers. They have the potential to
autonomously discover new promising regions of the solution space. Therefore, search
diversification can be sustained.

Agents with high PSL values will choose any pheromone marked move. Agents of this
category are able to intensively exploit the promising search regions already identified. In
this case the agent’s behaviour emphasizes search intensification.

4 Learning in the Proposed Stigmergic Agent Model

Agents of the proposed model can learn to adapt their PSL according to the environment
characteristics (and based on previous experience) furthermore facilitating an efficient and
balanced exploration and exploitation of the solution space.

4.1 Learning as a Search Mechanism

The initial PSL values are randomly generated. During their lifetime agents may improve
their performance by learning. This process translates to modifications of the pheromone
sensitivity. The PSL value can increase or decrease according to the search space topol-
ogy encoded in the agent’s experience. Low sensitivity of agents to pheromone trails
encourages a good initial exploration of the search space. High PSL values emphasize
the exploitation of previous search results. Several learning mechanisms can be engaged
at individual or global level. A simple reinforcing learning mechanism is proposed in
the current model. According to the quality of the detected solution, the PSL value is
updated for each agent.

Agents with high PSL value (above a specified threshold τ) are environment exploiters
and they will be encouraged to further exploit the search region by increasing their PSL
value each time a good solution is determined. Agents with small PSL value are good
explorers of the environment and good solutions will be rewarded by decreasing agent
PSL value (emphasizing space exploration).

4.2 The Learning Rule

Let PSL(A, t) denote the PSL value of the agent A at iteration t and S(A, t) the solution
detected. The best solution determined by the system agents (until iteration t) is denoted
by Best(t). The proposed learning mechanism works as follows:

Case 1: PSL(A, t) > τ

• If S(A, t) is better than Best(t) then A is rewarded by increasing its PSL value
according to the following learning rule:

PSL(A, t + 1) = min(1, PSL(A, t) + exp(−PSL(t))/(t + 1)2). (3)
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• If S(A, t) is worse than Best(t) then A is ’punished’ by decreasing its PSL value
according to the following learning rule:

PSL(A, t + 1) = max(0, PSL(A, t) − exp(−PSL(t))/(t + 1)2). (4)

Case 2: PSL(A, t) ≤ τ

• If S(A, t) is better than Best(t) then A is rewarded by decreasing its PSL value
according to the following learning rule:

PSL(A, t + 1) = max(0, PSL(A, t) − exp(−PSL(t))/(t + 1)2). (5)

• If S(A, t) is worse than Best(t) then A is ’punished’ by increasing its PSL value
according to the following learning rule:

PSL(A, t + 1) = min(1, PSL(A, t) + exp(−PSL(t))/(t + 1)2). (6)

Agents learn the characteristics of the search space via a dynamic change in the PSL
values. Good explorers of the solution space will be encouraged to more aggressively
further explore the environment. Promising solutions already identified will be further
exploited by rewarding the corresponding agent.

5 Learning Sensitive Stigmergic Agent System Model

The learning sensitive stigmergic agent-based model is based on a set of interacting agents
characterized by different sensitivity levels (see Section 3) and enabled with learning
properties (see Section 4).

5.1 Model General Description

The proposed model is initialized with a population of agents that have no knowledge
of the environment characteristics. Each path followed by an agent is associated with a
possible solution for a given problem. Each agent deposits pheromone on the followed
path and is able to communicate to the other agents in the system the knowledge it has
about the environment after a full path is created or an intermediary solution is built.

The infrastructure evolves as the current agent that has to determine the shortest path
is able to make decisions about which route to take at each point in a sensitive stigmergic
manner and based on learn information. Agents with small PSL values will normally
choose only paths with very high pheromone intensity or alternatively use the knowledge
base of the system to make a decision. These agents can easily take into account ACL
messages received from other agents. The information contained in the ACL message
refers to environment characteristics and is specific to the problem that is being solved.
On the other hand, agents with high PSL values are more sensitive to pheromone trails
and easily influenced by stronger pheromone trails. However, this does not exclude the
possibility of additionally using the information about the environment received from
other agents.
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5.2 The Algorithm

The algorithm of the proposed model is sketched below.

Algorithm Learning Sensitive Stigmergic Agent System

Begin

Set parameters

Initialize pheromone trails

Initialize knowledge base

While stop condition is false

Begin

Activate a set of agents

Place each agent in search space

Do - For each agent

Apply a state transition rule to incrementally build a solution.

Determine next move (stigmergic strategy / direct communication)

Apply a local pheromone update rule.

Propagate learned knowledge.

Until all agents have built a complete solution

Update PSL value for each agent using learning mechanism according

to (3), (4), (5) and (6).

Apply a global pheromone update rule

Update knowledge base (using learned knowledge).

End While

End.

After a set of agents determines a set of problem solutions, the proposed model allows
the activation of another set of agents with the same objective but having some knowledge
about the environment. The initial knowledge base of each agent refers to the information
about the path previously discovered by each agent.

6 NP-hard Problems Solved using the Proposed Model

The proposed model has been tested for solving various instances of the well known
NP-hard Traveling Salesman Problem. This section presents the numerical results ob-
tained for the Generalized Traveling Salesman Problem (GTSP) and Asymmetric Travel-
ing Salesman Problem (ATSP). Furthermore, the performance of the model in changing
environments is tested on a dynamic version of GTSP.

The numerical experiments and comparisons reported in this section emphasize the
potential of the proposed approach to address complex problems and facilitate further
connections between multi-agent systems and nature inspired computing.

6.1 Numerical Experiments for GTSP

GTSP is a generalized version of the NP-hard problem TSP. Let G = (V, E) be an n-
node undirected graph with edges associated with non-negative costs. Let V1, ..., Vp be a
partition of V into p subsets called clusters. GTSP refers to finding a minimum-cost tour
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H spanning a subset of nodes such that H contains exactly one node from each cluster
Vi, i = 1, ..., p.

To address the GTSP, the proposed computational model allows agents to deposit
pheromone on the followed path. Unit evaporation takes place each cycle. This pre-
vents unbounded intensity trail increasing. The system is implemented using sensitive
stigmergic agents with low initial PSL values.

The performance of the proposed model in solving GTSP is compared to the results
of classical Ant Colony System (ACS) technique, the Nearest Neighbor (NN) algorithm,
the GI3 composite heuristic [18] and Random Key Genetic Algorithm (rkGA) [20]. The
algorithm Ant Colony System for GTSP [16] is based on the ACS [8, 9] idea of simulating
the behaviour of a set of agents that cooperate to solve a problem by means of simple
communications. In Nearest Neighbor algorithm the rule is always to go next to the nearest
as-yet-unvisited location. The corresponding tour traverses the nodes in the constructed
order. The composite heuristic GI3 is composed of three phases: the construction of an
initial partial solution, the insertion of a node from each non-visited node-subset, and a
solution improvement phase [18]. The Random Key Genetic Algorithm combines a genetic
algorithm with a local tour improvement heuristic. Solutions are encoded using random
keys, which circumvent the feasibility problems encountered when using traditional GA
encodings [20].

The data set of Padberg-Rinaldi city problems (TSP library [24]) is considered for
numerical experiments. TSPLIB provides the optimal objective values (representing the
length of the tour) for each problem. Comparative results obtained are presented in Table
1.

Problem Opt.val. NN GI3 ACS rkGA Proposed Model

16PR76 64925 76554 64925 64925 64925 64925
22PR107 27898 28017 27898 27904.4 27898 27898
22PR124 36605 38432 36762 36635.4 36605 36605
28PR136 42570 47216 43117 42593.4 42570 42570
29PR144 45886 46746 45886 46033 45886 45886
31PR152 51576 53369 51820 51683.2 51576 51576
46PR226 64007 68045 64007 64289.4 64007 64007
53PR264 29549 33552 29655 29825 29549 29549.2
60PR299 22615 27229 23119 23039.6 22631 22628.4
88PR439 60099 67428 62215 64017.6 60258 60188.4

Table 1: Numerical results for the Padberg-Rinaldi GTSP data set

The proposed model gives the optimal solution for 7 out of the 10 problems engaged
in the numerical experiments. For two other problems, the solutions reported by the
proposed model are very close to the optimal value and better than those supplied by the
other methods considered.

For statistical analysis purposes, the Two Paired Sample Wilcoxon Signed Rank Test
is engaged on the Padberg-Rinaldi GTSP results (presented in Table 1) for comparing
ACS and the proposed model. The results of this test are indicated in Table 2.
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Wilcoxon Signed-Rank Statistic 45,000
E(W+), Wilcoxon Signed-Rank Score 22,500
Var(W+), Variance of Score 71,250
Wilcoxon Signed-Rank Z-Score 2,666
One-Sided P-Value 0,004
Two-Sided P-Value 0,008

Table 2: Wilcoxon Signed-Rank Statistic for Padberg-Rinaldi GTSP results

The observed value of z = +2.666 is significant on a .004 level for a directional test
and on a .008 level for a two-tailed non-directional test.

6.2 Numerical Experiments for ATSP

The Asymmetric TSP (ATSP) is a variant of the NP-hard problem TSP characterized
by the fact that the cost of an edge is not the same with the cost of the inverse edge.

The proposed model for solving ATSP is implemented using sensitive stigmergic agents
with initial randomly generated PSL values. Sensitive-explorer agents autonomously
discover new promising regions of the solution space to sustain search diversification. Each
generation the PSL values are updated according to the reinforcing learning mechanism
described in Section 4. The learning rule used ensures a meaningful balance between
search exploration and exploitation in the problem solving process.

The performance of the proposed model in solving ATSP is compared to the results
of classical ACS technique and the Max-Min Ant System (MMAS) [21]. Several problem
instances from TSP library [24] are considered for numerical experiments. Comparative
results obtained are presented in Table 3. The parameters of the algorithm are similar to
those of ACS: ten ants are used and the average of the best solutions is calculated for ten
successively runs.

The proposed model detects a near-optimal or optimal solution for all the ATSP
problems engaged in the numerical experiments. For one of the problem instances, all
three methods compared find the optimal solution. For the other instances, solutions
detected by the proposed model are very close to the optimal value and better than those
supplied by the other methods considered.

Problem Opt.val. ACS MMAS Proposed Model

Ry48p 14422 14422 14422 14422
Ft70 38673 38781 38690 38682
Kro124 36230 36241 36416 36238
Ftv170 2755 2774 2787 2755

Table 3: Numerical results for solving ATSP
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Problem ACS Proposed Model

pr76 58782.40 59087.40
pr107 28028.20 27979.60
pr124 37176.60 37157.20
pr136 45479.50 44754.20
pr144 37176.60 37157.20

Table 4: Numerical results for solving a dynamic variant of the Padberg-Rinaldi GTSP
data set

6.3 Numerical Experiments for Dynamic GTSP

The dynamic version of GTSP engaged in this set of numerical experiments refers to
changing the number of cities (nodes) that need to be covered dynamically during run-
time. More specifically, one randomly chosen node is blocked at each iteration [17]. As
opposed to standard ant-based models, the agents of the proposed model are able to
directly communicate the change in the enironment (i.e. disappearance of a city) and
react appropiately. The results of the proposed model are compared to that of the ACS
technique (reported in [17]).

Paramater setting is the following: α = 1, β = 5, ρ = 0.1, q0 = 0.9, the initial value
of the pheromone trail is considered to be 0.01 and the population size is ten.

Table 4 presents the average results over ten runs of the ACS and proposed algorithm
for each problem instance considered.

The numerical results obtained for the dynamic version of GTSP indicate the im-
portance of direct communication related to environment changes. The proposed model
obtains overall better results compared to the ACS model indicating the potential of hy-
brid agent behaviour (stigmergic and direct interaction) in models addressing dynamic
optimization problems.

7 Conclusions

An agent-based approach to combinatorial optimization has been proposed. The compo-
nents of a multi-agent system are endowed with a supplementary capacity - the ability of
communication by environmental changes. Agents adopt a stigmergic behaviour (being
able to produce pheromone trails) to identify problem solutions and use direct communi-
cation to share knowledge about the environment.

The primary elements of the proposed model refer to communication, stigmergy, sen-
sitivity and learning. The hybrid behaviour of the agent is modulated by the individual
sensitivity level facilitating a balance between the strategies of direct and stigmergic com-
munication used in making decisions. Different sensitivity levels for each agent and the
learning mechanism able to adapt the sensitivity lead furthermore to a potential space ex-
ploration/exploitation equilibrium benefic to the search process. Numerical comparative
results indicate the effectiveness and the potential of the proposed technique.
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Conceptual Model of an Intelligent Supervising
System for Evaluating Policies in the Operation of an

Underground Mine

Felisa M. Cordova and Luis E. Quezada

Abstract: This work presents a conceptual model for the design of an Intelligent

Supervising System (ISS) built to support the scheduling for an underground mine

in order to supervise its operation. The system is composed by a Simulation Model

(SM) linked to a Knowledge Based System (KBSM) designed by means of hierar-

chical, colored and temporal Petri Nets. Simulation Model allows simulating the

operation of the production, reduction and transport levels in the mine. Knowledge

Based System is activated by events produced in daily operations and yields the

results of registered events and the actions taken to solve the problem, generating

operation rules. The proposed model allows different types of mine operations and

scenarios providing data for decision-making. The system helps to evaluate differ-

ent policies for programming the activities in the mine thus seeking to improve the

equipment productivity. The model also allows the feasibility assessment of the

Daily Master Plan based on the input data of the simulation model.

Keywords: Intelligent System, Simulation Model, Knowledge Based System, Petri
Nets, Underground mining.

1 Introduction

The main operations of underground mining industry over the last decade of the twentieth
century have been designed to automate the extractive processes withdrawing operators
from contaminated and unsafe places inside the mine. In order to achieve this objectives
tele-operation and robotization of equipment were introduced in underground mine oper-
ations [1],[2]. The optimization of operation management has been obtained by moving
from a push to a pull system approach or by using heuristics to produce an optimal sched-
ule. In this way, pseudo intelligent simulation models can be used to generate policies to
re-schedule the activities in real time [1],[11].

During daily operations of the mine there are continuous events taking place which
alter the normal work cycle of the mine, affecting its activities in their diverse levels
or resources [1, 6, 11]. Observation and analysis of their behavior and the effects of
these events thereafter in daily mine operations is of the most importance, as shown in
other applications [6]. In this context, it is necessary to simulate the behavior of the
underground mine, whose continually functioning does not allow it to be available for its
study, thus providing in this way new alternatives to improve its productivity, its efficiency
and efficacy.

Petri Networks are being used for modelling dynamic operation of discrete systems in
different domains [4, 5, 7] mainly in manufacturing [4, 8, 9]. They are also utilized like a
very useful tool for modeling, to analyze, to simulate and to control production systems
[10, 12]. Petri Nets are a good tool to model production systems, emulating parallel and
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concurrent systems, without the need of building a simulation model for each system
[3, 4, 7]. It allows modeling the production process of an underground mine because it is
possible to build various independent modules and then to produce a given configuration
as a combination of those modules. The advantage of Petri Nets over a discrete-event
simulation is that it is possible to build various models as independent modules and then
to produce a given configuration as a combination of those modules [9, 10]. In this way, a
number of basic networks representing different elements of the mine are built and then
they are combined to represent the whole system.

A Petri Net is defined by a 7-tuple {L, T, V, I, O, M, m0}, where:

L: {l1, l2, l3, l4, ..ln}, finite set of places non-empty, n ≥ 0.

T: {t1, t2, t3, t4, ..tm}, finite set of transition not empty, m ≥ 0; V : V alues{0, 1}

I: Binary function used to determine connections from places to transitions.

So, I : L × T → V and if Il, t = 1, the place l is connected to transition t, otherwise
there is no connection.

S: Binary function used to determine which transitions are connected to which places.

So, S : T ×L → V and if it exists a connection from transition t to the place l, if and
only if St, l = 1.

M: Set of Tokens: {0, 1, 2, 3, . . . , m}

m0: Initial token function, m0 : L → N

L
⋂

T = 0; I, O : T → L

2 Mine processing cycle and the Production System

In the underground mine processing cycle, the rocks in higher levels are reduced in size.
However, the transition from secondary rock to primary rock creates a problem of in-
efficiency causing a fall of productivity up to 10 % . In this context, the underground
mine companies use a mechanized method of exploitation called “Block Caving” which is
shown in Figure 1. The production system consists basically of three main levels:

Production level: in this level the chunks of material are taken 18 meters down the
ground level until the collector shafts called ore-passes. Then, the material is loaded from
ore-passes, transported and dumped into pits by Load-Haul-Dump (LHD) vehicles.

Reduction level: this level is located 35 meters under the production level, where the
mineral falls into the rock breaker chambers. Here a rock breaker reduces its granulation
to less than a cubic meter and then it follows its gravitational movement. The reduction
is necessary because some chunks of mineral, which are too big, can cause a bog inside
the transport chimneys, and they can also damage the train wagons of the inferior level.
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Transport level: here, the mineral that comes down from the rock breaker chambers
is loaded into mailboxes and finally into trains wagons and it’s taken by trains (crossed)
to the processing areas where copper is detached from barren material.

Figure 1: Block Caving Exploitation Method.

Initially, the Production Master Plan worked in a push mode, not taking into consid-
eration the supervision and effective coordination of the levels previously described. It
means that each level processed the material as soon as it cames from the level immedi-
ately above. The coordination of activities among levels was done from the highest to the
lowest level (one by one), taking into account the availability of equipment in each level,
without any visual information of them.

The actual Daily Master Plan defines the operations for each available resource accord-
ing to the production goals, also indicates the extraction points, tonnage to be extracted
and availability of pits and ore-passes. Simulated scenarios allow the simulation of a work-
ing shift in the mine under operational conditions without reprogramming. The system
designed provides recommendations regarding actions to be taken, whenever some unex-
pected event happened. Reports reflect a summary of the outcomes and failures which
occurred, also recommendations delivered by the system and the final actions taken in the
process. Reprogramming orders will be executed whenever a major outcome is registered
and the needs to reprogram activities to achieve the daily goals are detected. Generation
of new operational rules is activated when some outcome is registered revealing no final
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solution. Events or outcomes that perturb the established working program can force to
modify it to achieve the production goals.

The main variables involved in the generation of the Daily Master Plan are:

a) copper law searching attractive exploitation areas;

b) arsenic law;

c) extraction speed rate: is determined by the LHD capacities;

d) Monthly tons. to be extracted;

e) availability of infrastructure at any level;

f) failure of any equipment at the subsequent level will affect the actual level of operation;

g) time schedule of the daily program not including non scheduled events which could
results in failing the expected extraction.

3 The Intelligent Supervising System

The Intelligent Supervising System (ISS) for the operation of the mine is composed by
a Simulation Model (SM) and a Knowledge Based System Model (KBSM) integrated
in a single model. The simulator, which is being fed by the Daily Master Plan, allows
processing and simulation of the different scenarios that may take place during daily mine
operations, utilizing as a basis the historical data of the various shifts. The Knowledge
Based System provides the knowledge acquired by experts on the operation of all resources
that participate in the productive process, as well as the possible failures of those resources.
This allows generating events, solutions, and new operating rules for the system identifying
critical failures for the production, reduction and transport levels. The architecture of
the Intelligent Supervising System is presented in Figure 2.

Figure 2: Architecture of Intelligent Supervising System.

The operation, inputs and results of the Intelligent Supervising System are detailed
as follows:
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Daily Master Plan: it is a set of rules which define the number of bucket mineral
operations for each available resource (workers and teams), also indicates the extraction
points, tons. to be extracted, availability of draining channels, emptying points and
the Copper Law within the sector. These rules are established according to the annual
production goals which are defined by the mine itself.

Events or outcomes: an outcome is defined as an event which perturbs the established
working program which can force to modify it to achieve the production goals. There are
a variety of events which can be associated to a working level within the mine or an event
within a working team. Whatever the paralyzed resource will be, the expected operation
of the mine will be affected demanding the intervention of some expert who then will
define what action should be taken to carry on with the planned production program.

Simulated Scenarios: corresponds to the simulation of a working shift in the mine
under normal operational conditions without reprogramming, step which is executed by
introducing the Daily Master Plan information to the Simulation Module.

Outcome without solution: outcome which does not generate a recommendation or
solution defined in the knowledge base of the KBSM consequently yielding the storage
of a new outcome as a case, adding new knowledge or a solution which generates new
operational rules.

Recommendation: advisability regarding actions to be taken, whenever some unex-
pected event happened within the mine. The knowledge stored in the KBSM yields the
appropriate indication to be followed.

Reports: these reports will reflect a summary of the outcomes and flaws which oc-
curred, recommendations delivered by the system and the final actions taken in the pro-
cess. Reprogramming orders: these orders will be executed whenever a major outcome is
registered and the needs to reprogram activities to achieve the daily goals are detected.

Generation of new operational rules: this step is activated when some outcome is
registered revealing no final solution. It will be stored in the KBSM which by means of
interactions with the simulation module will yield a new operational rule which can then
resolve the event.

3.1 The Simulation Model(SM)

The proposed model describes the operation of load-haul-dump vehicles (LHDs) at the
Production Level, also the operation of rock-breakers equipment at the Reduction Level
from the beginning of a shift up to its end. LHDs vehicles moves through the tunnels
inside the mine according to a given schedule, which will be affected by different events
such as own breakdowns, rock-breakers breakdowns, etc. It is comprised of three sub-
modules: production, reduction and transport. The Production Level Module shown in
Figure 3 initiates itself with the place denominated Generator LHD, from which tokens
are activated which represent the LHD resources that contain the start up attributes of
the simulation, yielded by the Daily Master Plan. Arriving to the street module, the
token must identify the action that it will realize (entering or leaving street) once the
token has continued on the indicated route, it must enter the first physical resource fixed
in the mine and of the level production denominated Street ((C1R to C15R, C1L to C15L).

The Street Module is composed by three modular and flexible structures, which are
combinable between them and are representative of each street: Ore-pass Module, Two
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Figure 3: Production Level Module.

Ore-pass Module and Two Ore-pass-Pit Module, which communicate with the rest by
means of a fourth, more complex structure denominated Routing Tree. Figure 4 shows in
particular, the design of the Two Ore-pass Pit Module which adds new attributes to the
initial module, which allow for the routing of the LHD through the totality of the module.

Figure 4: Two Ore-passes - Pit Module.

With the union of these structures it is possible to build the street resource. They
have a different topology among them. Each module represented by Zi presents a pair
of parallel points of extraction, while each module Pi represents a pit. Next, the internal
design of each one of the ore-passes is realized (Z12, Z13) and the pit (P2) respectively. In
Figure 5 it is possible to observe the configuration of physical fixed resource and Street
Module. Each module represented by Zi presents a pair of parallel points of extraction,
while each module Pi represents an emptying Pit.

The internal design of each one of the Ore-pass is realized and the Pit respectively.
Figure 6 shows the design of a Pit. Figure 7 shows the design of a Ore-pass.

The Routing Tree Module of the LHD has the function of directing the token or LHD
through each one of the modules previously defined, by means of various alternative roads
in order to comply with the tasks assignment of the Master Daily Plan. This one assigns to
each token that enters and leaves the Master Daily Plan a unique vector of nine attributes
abcdsenbcal which contain a unique combination representing a unique movement to be
followed by the LHD vehicle through those modules.

Ore-pass Module attributes:
a: Attribute which determines the events of loading or passing through the module.
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Figure 5: Physical Fixed Resource and Street Module.

Figure 6: Pit Module.
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Figure 7: Ore-pass Module.

b: Attribute which determines the output sense of LHD.
Two Ore-pass Module attributes:
c: attribute which determines the events of loading or passing from Two Ore-pass Module.
d: attribute which determines the output sense of LHD from Two Ore-pass Module.
Two Ore-pass-Pit Module attributes:
a: attribute which determines the events of loading or passing from ore-pass 1 of ZPZ.
b: attribute which determines the output sense of LHD from ore-pass 1 of ZPZ.
c: attribute which determines the events of loading or passing from ore-pas 2 of ZPZ.
d: attribute which determines the output sense of LHD from ore-pass 2 of ZPZ.
e: attribute which determines the output sense of LHD from pit module.
nb: Number of bucket pending from the current instruction.
Movement of LHD attributes:
s: attribute giving the sense of movement for LHD vehicle.
ca: this attribute keeps the street number in where the LHD vehicle is running when it
is passing through the tree.
l: is a binary attribute. When b = 1, the LDH vehicle must continue running by the
street until the turning zone, then it must return to the ore-pass for loading.

The resources at the Reduction Level are the Rock-breaker and the Rock-breaker
Operator. At this level the size reduction of material and minerals is realized which will
be then transported to be processed at the plant. The resources rock-breaker and its
operator are in charge of the reduction of the material extracted at the production level
and which must be taken to the transport level.

The material coming from the Reduction Level is loaded and kept in Mailboxes, until
it reaches its limit of storage capacity (280 tons.). Once this limit is reached, it opens its
gates freeing the material to the Crossed resource, which in turn transports the material
out of the mine for its later processing. In case the resource Mailbox presents any failure,
the Mailbox Operators must aid and repair the Mailbox, so that it continues with its
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Figure 8: Routing Tree.

normal operation. In the model, each one of the LHD bucket represents a token therefore
if a Mailbox concentrates 40 tokens, a new token will be generated in the Crossed. Figure
9 shows the link between Reduction and Transport Modules.

4 The Knowledge Based System Module

The Knowledge Based System (KBSM) is the engine of knowledge which allows the simu-
lation module to include solutions to the failures that might have happened at each level.
It consists of a modular structure which by means of a routing chart allows identification
of the events or flaws which happen at each level. Its solution to the occurring problem at
the expected production level has to represent the best solution to successfully continue
any operation programmed by the system.

4.1 Knowledge Based System Input Module

The activation of the KBSM occurs when the initial transition KBS Input Module gen-
erates some token with numerical attributes allowing the association of a token to some
particular failure. All token activated have some specific attribute “z” which describes
the characteristics of the event occurred. This token generation was defined as a uniform
probability which helps modeling the events or failures. Once the event has been iden-
tified together with its solution, it will leave the KBSM giving recommendations related
to one of fifty six (56) failures that have been modeled. The events that happen at each
level are associated to it frequency of occurrence per shift. According to this frequency
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Figure 9: Transport Level Module linked to Reduction Level Module.

a numerical interval is associated to each level, resource or failure. Each token generated
in the initial transition of the model is characterized by numerical values.

The KBS Input Module is connected with the Productivity Module and with the Hu-
man Resource Module by means of an entry called Failure Entry. Once it has looked
over each branch of the knowledge system and once the event has been identified to-
gether with its solution, it will leaves the operational tree at the place called Fault Exit.
This first structure can be observed in Figure 10. The modeling at different levels was
achieved by means of hierarchical Petri networks. The colored ones allow representation
and differentiation of events which call for a significant stopping of all operations.

Figure 10: KBS Input Module.

The events or faults that happen at each level are associated to some frequency of
occurrence per shift. The functioning of the Knowledge Based System Module is based
on these frequencies. In fact the design of the event and fault generation was associated
to a continuous probability interval, reason that explains why each token generated in the
initial transition of the model, is characterized by numerical values. To determine if the
failure which had been generated at the production level, reduction, transport or human
resources, a series of connectors were built to allow identification of the characteristic
numerical values of a token and associate it to a defined failure which originates at some
level and some given resource. The values of these intervals correspond to the frequency
of occurrence of each failure. The knowledge tree solving a failure step considers only one
entry place which corresponds to the generated failure and only one exit which corresponds
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to the solution of the failure and its repercussion at the production level. Four probability
intervals associated to the frequency occurrence of each failure at each level were defined.
The first interval corresponds to failures at the Production Level; six modules have been
built at this level: LHD, Street, Pit, Ore-pass, special equipment, and mini LHD. The
second one corresponds to failures at the Reduction Level, the resources considered at this
level are: rock-breaker equipment and rock-breaker operator. The third interval considers
the failures occurring at the Transport Level involving mailbox, operator mailbox, and
crossed (railways) resources. The fourth one keeps track of failures occurring at the
Human Resource Level. If a failure token is activated and its numerical value falls within
one of these intervals, the failure will be directed to only one of these modules. The
connections of the internal KBSM design need to define the attributes which determine
if the token taken this particular path has effectively the characteristics needed to enter
a particular module and additionally allow activation of the system failure token. The
defined attribute corresponds to the variable “z”.

4.2 Production Module

The Production Level modeling includes the categories of physical common and fixed
resources such as LHD, street, pits, ore passes, and special equipment. This production
level is internally connected with the design of the KBS Input Module by means of a point
named Input Level Production. From there, 6 resource connections to the global system
are established. Each branch has a transition which contains some specific condition
describing a specific fault which is related to the resource defined for the particular branch
activated by the token. The token which coincides with the generated condition will be
able to continue its route through the branch of the tree diagram. Figure 11 shows the
described Production Level and its corresponding failure histogram.

The conditions which were defined in each transition associated with a determined
resource are associated to a controller defined for each resource. The connectors connect
the transitions with the places called LHD Input, Street Input, Pit Input, equipment
Input, and small LHD Input. These places define interconnection and input to the resource
modules of the production level. Six modules have been built which are labeled according
to their production level: LHD, Street, Pit, Ore passes and Equipment. These modules
correspond to complex structures and are sub-levels of the Production Level and their
modeling characterizes the hierarchical Petri Networks. These structural modules are
connected to 6 places which correspond to the output interconnection points and their
names are LHD Output, Street Output, Pit Output, Ore pass Output, and small LHD
Output respectively which later on are connected to 6 branch output transitions. These
transitions connect the branches of the Production Level with the interconnection point
of the KBS Input Module, point or place that is coined as Output Level Production. Six
connections start at the Event Input level and each one communicate with one of the
modules assigned to the different resources. Six key transitions identifying the activated
token are identified between the Event Input point and the place which is connected with
the modular structure of the resource modules. These transitions filter the token which
are trying to pass through due to the defined conditions. Only those tokens which possess
the attributes which exactly correspond to those defined by conditions of a particular
transition will be able to follow their route through the tree.
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Figure 11: Production Module and corresponding failure histogram.

The LHD resource is a production level resource which is continuously exposed to
faults. The potential events which have been defined for this resource are: repair, major
failure, minor flaw and oil supply. Figure 12 shows LHD Module. The potential events
which have been defined for this resource shown in Figure 12 are: repair, major failure,
minor flaw and oil supply.

Figure 12: LHD Module.

If a token has arrived to the Street Module then it can be unequivocally identified
with the event that has occurred and define the affected resource associated to one of the
streets. The faulty states which have been defined for this resource are: isolation through
powder, out of service, intervention by means of equipment, repair, no information and
dirty, as shown in Figure 13. Ten transitions filtering tokens which try to cross the
conditions defined for each transition assigning features to those who make it though
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with actions previously defined for each case for each transition, can be found between
these places and the place called Input Ore pass.

Figure 13: Street Module.

The actions of each transition are the key elements within the system since they yield
a particular solution and the effects as a function of time as well as the effects in the
production levels at some breakdown. At a later stage 10 transitions corresponding to the
output transitions are built. They communicate with the branches of the Ore-pass Module
and the interconnection point of the Production Level Module which is labeled as Ore
pass Exit. The variable “z” which coincides with the attributes of the tokens circulating
through the module is assigned to those connectors joining places with transactions and
transitions with places. Once the token which has passed through its coincident route
leaves the module, it allows to communicate with the production level tree. The faulty
conditions identified and modeled for the ore-pass resource are the following: UIT Barrier,
With Mud, Closed, Hung, and Hung with Height, Cut off, Sunk, Limited, Operational
Problems, and Repaired.

In the same way the identified faulty status modeled by means of the Pit resource
is: Full, in Repair, No information, Without Information and Barred. Each one of these
four transitions determines if a token can or cannot follow a particular route. A token
will follow its determined route only if its features fulfil the determined conditions in each
transition. The transitions have a condition which allows finding out if the features of a
token are associated to the resource state which had been defined.

4.3 Reduction Level Module

The Reduction Level was modeled according to a similar logic defined at the Production
Level. A flexible and hierarchical design of resources which are exposed to events and
failures was utilized. This design includes a module which considers all possible faults
which might occur within a given resource of the Reduction Level which affects the system
operations. The potential faulty states defined for the design of the considered resources
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are: rock-breaker equipment and rock-breaker operator. The design of the reduction level
starts with the place called Reduction Level whose goal is to connect the internal design
of the KBS Module with the internal design of this level. Two connectors with attributes
“z” appear at the place Reduction Level. It is important to mention the fact that if a
token does not coincide with the attribute of a connector, then it will not be able to
continue its route through this branch. Each one of these connectors is linked to a new
transition whose finality is to filter all token which intend to pass through this tree. The
tokens which are activated during the initial transition of the KBS Input Module have
specific characteristics associated to a given fault which in turn affects a specific resource
of the system. Therefore if a token makes its way through some branch of the Reduction
Module, it must have some common definition with some transition of the module. Figure
14 shows the Reduction Level Module and its corresponding failure histogram.

Figure 14: Reduction Level Module and corresponding failure histogram.

The transitions which determine the characteristics of each branch of the Reduction
Module possess two characteristics for the modeling: conditions and actions. The con-
ditions are meant to identify those tokens which have characteristics that coincide with
the definition of a given transition. Each condition was built according to the frequency
of fault occurrence at the corresponding level. If a token which has been activated has
attributes that coincide with the condition defined for a transition, it will be allowed to
continue its journey through the branch. The conditions are the means of a filter which
determines which fault is or is not associated to some resource. If a token coincides ex-
actly with the condition defined in the transition, it will be able to follow its route and in
addition it will take up the characteristics that have been assigned to it by the action of
the transition. The action hands over to the token new attributes, e.g. assigns fault time
to the system and in addition will yields information concerning the best solution which
has to be applied to continue the operation. The actions assign the optimal solution de-
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fined by experts. The places which allow connecting the modules with the reduction level
are called Rock-breaker and Rock-breaker operator Input. The exit of each one of these
modules is connected to the exit transitions of the module. Each one of these transitions
is connected to the place called Exit Reduction Level. The faulty states of the defined
and modeled resources are: energy loss, Major fault, Minor fault, and Quality Control.
Figure 15 shows the Rock-breaker Equipment Module.

Figure 15: Rock-breaker Equipment Module.

4.4 Transport Level Module

This module represents the resources associated with the Transport Level. The connec-
tors joining the modules and places of this level have a common attribute labeled “z”
which allows tokens whose attributes are as well defined as “z” to take the routes through
the different branches of the module. The tokens which get to this module are appearing
by the initial transition generating fault tokens of the KBS module. These tokens pass
through the place Fault Input and step into the internal KBS module moving around
within the inner sections of this module until they arrive to a place called Input Events.
At this point, the entrance transition verifies if the characteristics of the arriving token
matches with the condition which had been defined. If this is the case the token will
be allowed to pass through to get to the Transport Level Module as shown in Figure
16. These mentioned conditions correspond to the characteristics that filter and identify
the faults that have been defined and which can be generated for the transport module.
The resources which participate in the transport level are: Mailbox, Mailbox Operators
and Crossed. The faulty states considered for the design of the Mailbox resource are:
Ore-pass pumper, Embanked Mailbox, Major Fault, Minor Fault and Tanked Mailbox.
The identified faulty states which were modeled within the Crossed module are: Major
problem, Minor fault, and Crossed Disraeli and Mill-hopper problems. This module as
shown in Figure 16 and 17 was built using Colored Petri Networks which allow identifi-
cation of those critical failures in this level affecting the fixed physical resource Crossed.
The failures that can be considered as critical for this resource are Major Failure, Minor
fault, and derail. The Module Mailbox Operators is the last Common Physical Resource
which is modeled in the transport level. Its design originates from the construction of the
place called Input Mailbox Operators.



78 Felisa M. Cordova and Luis E. Quezada

Figure 16: Transport Level Module and corresponding failure histogram

4.5 Human Resource Level Module

This module is one of the most important in the modeling process since its events are
those who generate the main delays or interruptions during operations in the mine. In
fact, the personnel of the mine are rotating between the different levels according to the
requirements and the state of each level. This was the reason to model the human resource
as another module of equal importance than the production, reduction and transport
levels. On the other hand as human resources becomes one single unique module one can
integrate the availability of all personnel that is participating in operational activities and
optimally assign these resources for the operation.

The modeling of this module starts with the place labeled HH.RR. Input which con-
nects these resources with the KBS module which has three levels of operation. Twelve
connectors appear at this point, each one generating a given branch all associated with
some failure affecting human resources. Each connector must connect the entry point
with the entry transitions of the module. These transitions have determined conditions
that identify if the tokens which intend to pass through the transition fulfil or not the
attributes defined by the condition. Only those token will be allowed to pass when they
coincide with the conditions defined by each branch. The transitions include actions that
allow the assignment of new features to the tokens which fulfil the condition of the tran-
sition. The corresponding histogram is evaluated for assisting the modus operandi of the
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Figure 17: Crossed Module.

KBS model yielding the information required by the conditions of the transitions with
the intention to identify the tokens which are defined by a numerical value associated to
an event at the HH RR level.

The events considered are the following: Move LHD, Crossed Disraeli, Mill-hopper
problems, Ventilators detention, Electrical Energy cut, different kinds of Human Re-
sources time lacks, Labor Accidents, isolation areas, and Dispatch Fall. Besides the fact
that he complete module HH.RR. was designed as a modular structure, the events which
are generated directly affect these resources and hence one cannot refine the modular
features of its construction. However one has performed differentiation with respect to
the critical character of certain events after identifying those which paralyzed the entire
working shift. In this case the events were designed using Colored Petri networks. Follow-
ing the places whose names correspond to defined events for this level, twelve transitions
were built. They correspond to exit transitions of the module and a connector appears
at each one connecting the exit place of the module to the event branch. This place is
labeled as HH.RR. Output and is in charge of the connection of the HH.RR. module with
the rest of the KBS system.

5 Results

The Intelligent Supervising System (SM-KBS) was implemented using Pace TM Petri
Nets tool. In order to validate the Simulation Model data from the real production plan
for a vehicle was analyzed. The time to perform 11 cycles was recorded, where one cycle
corresponds to the number of trips (from one ore-pass to one pit and from one pit to
one ore-pass) required for completing the amount of tons. of material to be extracted
from the extraction point as specified in the production plan. The real time to perform
each cycle is shown in the second column of the table in Figure 18. The three following
columns show the simulated time for different cases of speed of the vehicle considered in
the simulation model.

Case 1: Speed of Unloaded LHD = 10 Km/hr; Speed of Loaded LHD = 12 Km/hr.
Case 2: Speed of Unloaded LHD = 12 Km/hr; Speed of Loaded LHD = 12 Km/hr.
Case 3: Speed of Unloaded LHD = 12 Km/hr; Speed of Loaded LHD = 14 Km/hr.

The last row shows the correlation coefficient (in % ) between the data series of the
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Figure 18: Real time to perform each LHD cycle

column and the column of the real production. As it can be seen the model generates
similar results in relation to the real situation. However, the best results are obtained in
the second case.

A similar analysis was carrying out by taking a production plan and computing the
simulated time to complete the production plan for the whole street. The results show
that the simulated time for the same 3 cases is:
Real time: 127,32 min.
Case 1: 138,36 min.
Case 2: 134,96 min.
Case 3: 132,47 min.

As it can be seen, the maximum difference with the real system is only 8% , corre-
sponding to the case 1. In the third case the difference is 3,9% . According to the results,
it can be concluded that the model is a good representation of the actual mine.

Also the impact of different types of undesired events is studied. Two types of criteria
are used:

Production Criterion: The objective of this criterion is to find the minimum number
of occurrences of a given type of event having the consequence that the level of production
assigned to a work shift start to diminish.

Time Criterion: The objective of this criterion is to establish the minimum number of
occurrences of a given type of event having the consequence that the work shift finishes
without the production plan having being completed.

For carrying out this analysis, two actual production plans were used (Plan 1 and
Plan 2). The sensibility analysis was undertaken using an iterative process, isolating in
each case the probability of occurrence of the event studied, as a way to obtaining its
effect on the production level. To carry out the iterative process an initial probability of
occurrence was used (based on historical records) and it was increased in intervals of 1 to
2% , depending on the type of event. The number of runs was selected so that the level of
confidence of the results is 95% . As an illustration the analysis of the “Major Failure of
a LHD vehicle” in the case of two streets (S1 and S2) is presented in Figure 19. As can be
seen, the frequency of failures o LHD vehicles has a significant effect on the Production
Level.

Different scenarios have been proposed in an 8 hours shift in order to evaluate the
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Figure 19: Analysis of Major Failure LHD

hole operation of the mine. In initial scenario for testing, in 6 streets modeled without
stochastic events, the programmed production and the real one agree. Next, several
iterations were done generating between 8 and 13 random failures which affect the different
levels and resources of the system, altering the programmed initial operation. Real time
versus the programmed time and tonnage is shown in Figure 20.

The failures detected in this scenario were: a) at the Production Level, 5 dirty street
failures affecting streets 1, 4 and 5 with a failure probability of 18 %; b) at the Reduction
Level, 6 failures affecting rock-breakers, for example: chamber with disconnection of
chains affecting street 6 with a failure probability of 1.2 %; c) at the Transport Level, one
failure was detected in the Mail Box with pit pump; d) at the Human Resource Level,
one failure related to delay in the “Operator assignment” with a delay of 60 minutes of
no availability of the resource and a failure probability of 18 %.

The first validity step was done at the moment of checking that the solutions given by
the system for each failure was correct. When checking this information, it was confirmed
that the system gave the scheduled recommendations as outcome variable; therefore, in
this first point the right working of the system was established. In the case of dirty street
the system recommends calling to LHD equipment to work in cleaning the street with its
bucket or using a small LHD vehicle which make the cleaning of the place. In the case of
closed ore-pass the system recommends to stop the extraction in ore-pass because of low
copper law or by fulfilling the programs and to reprogram. In the case of rock breakers
with disconnection of chains the system suggest that the chains must be connected after
waiting that the pit is full and put signals in the Transport level. In the case a minor
failure happened in the rock breakers, the system recommends that mechanical must be
called to repair in situ, where they can take the bad spare out to a special place for its
reparation or be repaired in situ. It must be continued loading if there is any space. In
the case of the system recommends that the train lines must be cleaned, iron wagons, box
and repair any damage in the facilities caused by the fallen material fallen violently from
the pit, then it is necessary to reprogram the activities.

It was observed that the increase in the number of failures leads to the decrease in
the efficiency and at the same time to the decrease in the real tonnage of the streets. In
spite of that the box resource is not something that affect directly to the programming
production of a street, the global effect of this stop affects in a cross way the use of the
resources operation that could be used.
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Figure 20: Real time versus the programmed time and tonnage.

In this simulated scenario composed by 13 random failures, only 11 of them were
recognized by the system. When an undetermined failure is found, identifying the level
or levels affected, its frequency, the resources involved, and the estimated time for its
solution, as a result of this, a new operation rule is added to the KBS.

6 Summary and Conclusions

The Intelligent Supervising System designed, composed by a Simulator linked to Knowl-
edge Based System allows the study of the real operation of an underground mine, includ-
ing the generation of events affecting it. The design covers the three operational levels of
the mine, including human resource events. The use of hierarchical, colored and tempo-
rized Petri Nets in the design gave more flexibility to the model and allowed a hierarchy
of the levels with their resources. In order to identify the failures or critical events that
take place in the operation of the mine, the colored Petri Nets were used, tool that helped
to give the aspect of critical that they have in the real operation.

The programming considers 56 types of failures and it is possible to modify the prob-
ability of occurrence of one of them. Regarding the results obtained, the model was
utilized to investigate the impact of the different types of failures. It was found that, in
order of importance, that the events that affect the production most are the blocking of
a secondary ore-pass, a minor breakdown of a rock breaker and a major breakdown of a
LHD vehicle.

The effect of human resource failure is global and it affects directly the amount of
production for the shift. When failures occurred, the KBS System gave the correct solution
that was programmed. The delay that was originated for each failure was scheduled
according to the information given by experts in terms of the time consumed in each
case. The incorporation of critical failures in the modeling process is another innovative
characteristic which represents in a realistic way the operation of the mine. For outcomes
which do not generate a recommendation or solution defined in the KBS, a new outcome as
a case is generated, adding new knowledge or a solution which generates new operational
rules. These results are useful to the managers, because they know now in which resources
to pay attention and improve the maintenance of those resources.
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Neuro-Fuzzy Modeling of Event Prediction using
Time Intervals as Independent Variables

Simona Dziţac, Ioan Felea, Ioan Dziţac and Tiberiu Vesselenyi

Abstract: Estimation of possibility of future events is one of the main issues of

predictive maintenance in technical systems. The paper presents an application of

neuro-fuzzy modeling in reliability analysis. For this application we first consider

some aspects of neuro-fuzzy modeling using the MATLAB programming environ-

ment and the mathematical model of event prediction. Than we succeed with pre-

diction of time intervals at which events can occur using the registered data from a

group of power energy distribution center maintenance databases. Conclusions are

drawn regarding method applicability and future improvements.

Keywords: neuro-fuzzy modeling, prediction, membership function.

1 General considerations

Prediction of parameter values related to halts, events or failures of power distribution
nets is one of the major simulation methods in the field of reliability. In this paper,
the authors had searched o method which can generate a prediction model based on
measurements of parameter values of the system. Such a model can be developed using
neuro-fuzzy simulation methods [2, 3, 4, 5, 7].

Fuzzy reasoning has the ability to deal with uncertain information, while neural nets
can be developed based on input-output data sets. Neuro-fuzzy algorithms combines the
benefits of both methods.

The goal of this article is to present how neuro-fuzzy models can be used in the
prediction of some events in the area of power distribution systems based on time intervals
between two events. The time interval analysis can be then used to study how often events
will occur in the future. The case study had been developed using the “events” tables
from “Electric Energy Quality Indicators” database [1, 6, 8]. Prediction of time intervals
at which events can occur had been made for the Center of Electric Energy Distribution
of the City of Oradea, using the MATLAB environment as software development tool.

2 Neuro-fuzzy modeling

The base idea of neuro-fuzzy modeling is that the fuzzy system parameters (inference
rule set, fuzzy membership functions) are established by learning (training) known input-
output data sets. The learning methods are similar with those used in the case of neural
nets.

The way in which this method is used is similar with the way in which the majority
of identification techniques are used:

• in the first step a hypothesis is generated on the way that the system should operate
and an initial model is defined (by associating membership functions and a set of
rules).
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• in the second step, input-output data sets are selected for training.

• in the third step using the selected data the adjustment of fuzzy membership func-
tions is made using the neuro-fuzzy and accounting for corresponding minimal error
criterion.

• in the final step, a testing data set is chosen and the developed system is tested
with this set.

If the obtained results for the testing data set is satisfying then a series of methods
exist in order to optimize the model:

a. increasing the amount of data in he training set;

b. increasing the training epochs number;

c. decreasing the increment of membership function adjustment algorithm.

In general, this type of model is working well if the training data can reflect represen-
tative characteristics of the modeled system. In practice the measured data set are not
always reflecting the whole number of situations, which can occur and a certain value of
uncertainty must be accepted.

System testing is made using a set of data different from the training data and the
mean squared error obtained during the training epochs and the testing algorithm. If this
error converges than the training is supposed to be correct.

Computing of adjustment parameters of membership functions is made with the help
of a gradient vector, which optimizes the correlation between the neuro-fuzzy model and
the real system specified by the input-output data. Once the gradient vector found, an
optimization algorithm defined by minimizing the mean square error of real and modeled
data is applied. The membership function parameter adjustment then is made using a
hybrid algorithm based on the least square method and error back-propagation [2, 4, 5, 7].

In order to develop neuro-fuzzy models in MATLAB environment, the ANFIS module
(Adaptive Neuro-Fuzzy Inference System) is used. ANFIS generates a self-adjustable
fuzzy inference system by training with input-output data sets. The ANFIS module is
called from MATLAB programs by the “anfis” command, which bears the following set
of parameters [3]:

- number of training epochs;

- training error limit;

- initial value of optimization step;

- optimization step decrease rate;

- optimization step increase rate;

The training process stops when the number of prescribed epochs or the training error
limit is reached.

The “anfis” command returns an informational structure, which is the neuro-fuzzy
model of the process as it was given by the training data set.
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3 Event prediction using neuro-fuzzy models

In the case that the goal is the prediction of future values based on a set of measured
values reflecting a certain anterior evolution of a system, the use of a predictive model
based on input-output data sets is somehow unusual, because only one set of data is at
disposal.

That is the case of the values contained in time series, covering a domain of [0, t],
which values are to be used to predict the systems behavior at time t + P .

A convenient method for such prediction is to consider a series of N values from the
known interval with the step △:

(x(t − (N − 1) △), . . . , x(t− △), x(t)) (1)

If, for example △= P , is chosen, for each value of the known series, at time t the w(t)
vector can be defined as:

w(t) = [x(t− △)x(t− △)x(t− △)x(t)] (2)

The w(t) vector can be used as a set of training input data for the neuro-fuzzy model.
The output data set will be predicted (or estimated) as s(t):

s(t) = x(t+ △) (3)

As usual, the data set is divided in two intervals: the first interval is the training data
and the second interval will be used as testing data.

In the training data, for each value the w(t) value will be computed and the w(t)
vector will be considered as the input set and the second interval will be considered as
the testing data set.

4 Application regarding time interval prediction at

which events can occur in an electric power supply

system

In the “Events” table of “Electric Energy Quality Indicators” database [1, 6, 8] there are
recorded the dates of events at every consumer.

In the neuro-fuzzy predictive method, presented in the preceding paragraph, the al-
gorithm had generated 16 rules with 104 parameters of the membership functions (con-
sidering “Gaussian” type membership functions). In order to reach satisfactory results is
important that the number of training data be twice larger than the number of param-
eters of the membership functions. The case of the database used, a minimal set of 200
training data could be used, only in the case of “Electrica Nord Transilvania Oradea”
company for a time interval of 6 years. Considering a predictive analysis on subdivisions
(centers) of three distinct studies had been made for: Oradea, Stei and Alesd cities. From
the reliability point of view it had been considered efficient to analyze the time between
two events. So future consecutive event occurrence intervals can be estimated (or how
frequently such events will occur in the future).



Neuro-Fuzzy Modeling of Event Prediction using Time Intervals as Independent
Variables 87

In order to fulfill the prediction task under the MATLAB environment, database
information (initially worked out in EXCEL), had been decrypted with a special module
[1]. Then the main interest fields were sorted (primary index is the date and time of the
event and secondary index is the center name [1]).

From the sorted data, the number of days between two incidents had been counted
and the neuro-fuzzy prediction was made for every center with the help of the software
realized by the authors [1].

The parameters of the ANFIS command were as follows:

- number of training epochs = 150;

- training error limit = 0;

- initial value of the optimization step = 0,0001;

- the decrease rate of the optimization step = 1,9;

- the increase rate of the optimization step = 2,1;

For Alesd center the training data set and the testing data set was 200 values each
and for Stei and Oradea centers was 300 values each.

Results of program running are presented in diagrams of figures 1-18. If the event
occurrence diagram is required then it can be extracted from the predicted event period
data using a specially designed program module, which can rebuild the time scale and
represent the eventless periods as zeros and the event as values of ones. Using this function
the diagrams in figures 19-21 were obtained.

Figure 1: Training data for center Aleşd.
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Figure 2: Testing data for center Aleşd.

Figure 3: Initial membership functions for centre Aleşd.
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Figure 4: Adjusted membership functions for center Aleşd.

Figure 5: Comparison of training (blue) and testing (green) errors for center Aleşd.
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Figure 6: Event period prediction diagram real values (blue); simulated values (green)
center Aleşd.

Figure 7: Training data for center Stei.
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Figure 8: Testing data for center Stei

Figure 9: Initial membership functions for center Stei.
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Figure 10: Adjusted membership functions for center Stei.

Figure 11: Comparison of training (blue) and testing (green) errors for center Stei.
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Figure 12: Event period prediction diagram real values (blue); simulated values (green)
center Stei.

Figure 13: Training data for centre Oradea
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Figure 14: Testing data for centre Oradea

Figure 15: Initial membership functions for centre Oradea
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Figure 16: Adjusted membership functions for centre Oradea

Figure 17: Comparison of training (blue) and testing (green) errors for centre Oradea
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Figure 18: Event period prediction diagram real values (blue); simulated values (green)
center Oradea.

Figure 19: Event occurrence diagram for centre Aleşd
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Figure 20: Event occurrence diagram for centre Ştei

Figure 21: Event occurrence diagram for centre Oradea
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5 Conclusions

Analyzing the error comparison diagrams (figures 5, 11 and 17) it can be observed that in
all cases we have a convergence of values after 150 epochs. In diagram in figure 6 (centre
Alesd), the predicted values are in the range of 200-400 events. The predicted values,
which can be considered as satisfactory are in the range of 200-350 events.

In diagrams at figures 12 (centre Stei) and 18 (centre Oradea), the predicted values
are in the interval of 300-600 events. for centre Stei, prediction values are considered
satisfactory in the interval of 300-350 events and for centre Oradea, the satisfactory pre-
diction is considered to be in the range of 300-500 events. In this range the prediction
error is about 1-2 days.

The best prediction results are for centre Oradea and the worst are for centre Stei.
The event period and event occurrence diagrams presented can be considered as new

tools for reliability studies in the field of electric energy systems.
The researches lead the authors to the conclusion that a good result can be obtained

only if a large amount of data is available. In order to have good predictions the energy
delivering centers must rethink their data recording systems to be more accurate and
meaningful. The data should be also selectable in function of the event’s nature. Consid-
eration of event nature could not be made in this study because of missing information.
Future studies should also consider additional information as machine and device condi-
tion and equipment age, which would improve prediction accuracy. For this approach a
multi-criteria fuzzy inference system can be used.

There had been acknowledged that neuro-fuzzy prediction is a useful tool for this kind
of systems reliability analysis.
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Towards to Colony of Robots

Gastón Lefranc

1 Introduction

A Nomad robot was used to do all mission in Mars, being a nice application of a mo-
bile robot, obtaining new knowledge in the space. However, the inversion is very high
and the design is complex. It requires many capabilities to operate in several different
environments. The nature of these work environments requires the robotic systems be
fully autonomously in achieving human supplied goals. One approach to designing these
autonomous systems is to develop a single robot that can accomplish particular goals
in a given environment. The complexity of many environments or works may require a
mixture of robotic capabilities that is too extensive to design into a single robot. The
main problem is when the robot fails, in this case all the work will stop. An alternative
way is to use a groups of mobile robots working together to accomplish an aim that no
simple robot can do alone.

Groups of heterogeneous robots working together, like a society of insect, can accom-
plish the same mission that one robot. Using simpler mobile robots doing specific task, is
less expensive, more reliable and it can reach the same aims of one robots. Others applica-
tions of these groups are potentially good in manufacturing, medicine, space exploration
and home.

Additionally, time constraints may require the use of multiple robots working simul-
taneously on different aspects of the mission in order to successfully accomplish the ob-
jective. In cases, it may be easier and cheaper to design cooperative and collaborative
teams of robots to perform the same tasks than it would be to use a single robot. Then,
it is possible to build groups of heterogeneous robots that can work together to accom-
plish a mission, where each robot has different architecture performing different task in a
cooperative and collaborative manner.

If this group of robots is organised, it is called a Colony of Robots. This Colony
needs reliable communication among them, in such way that the robots will be able to
accomplish their mission even when no robot failures occur. The multi robot system
required some knowledge of capabilities of its team-mates, before the start of the mission.

The Colony of Robots can be modeled observing the natural behaviour of insects. They
form colonies with individuals that perform different roles in function of the needing of
the community. Using this model, it is possible to have colony of robots with some robots
in charge of some responsibilities to work with others in a cooperative way to do same
tasks, in a collaborative way, to communicate each other to be more efficient or to take
decisions in a collective way, etc. in the same form as natural insects. This colony has
to have “nest” where the some robot assigns to others what to do, and other robot that
receive orders from human and communicate him the results.

It is necessary to formulate, describe, decompose, and allocate problems among a
group of intelligent agents; to communicate and interact; to act coherently in actions; and
to recognize and reconcile conflicts. This Chapter is focusing in Colony of Robots. This
implies to merge several disciplines such as mobile robotics, intelligent agents, ontology,
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semantics, as well as automatic control, models of communities, communication, and
others ones, to have control of a society of robots working together in a collaborative and
cooperative way in a non structured environments.

2 Colony of robots

Having a colony of robots has many advantages over a single robot in cost, complex-
ity and capabilities. The group of robots has to be reliable and to act, in some cases,
simultaneously, each doing different tasks in a cooperative and collaborative work.

Those groups of cooperating robots have proven to be successful at many tasks, in-
cluding those that would be too complex for a single robot to complete the objectives.
Furthermore, whereas a single complex robot can be easily crippled by damage to a crit-
ical component, the abilities of a colony can degrade gradually as individual agents are
disabled. In nature, some of the most successful organisms survive by working in groups.

A colony of robots could have the following components and actors (Fig. 1): Center
of Colonies, controlled by persons placed far away of the Colony; a Nest of the Colony, a
Home base of the robots and the following mobile robots: Colony Leader, Agency Leader,
different types of Robots Workers (Working Robots) and Robots Helpers.

Figure 1: Composition of Colony of Robots

The Colony of Robots has to have Robustness, Fault tolerance, Reliability, Flexibility,
Adaptively and Coherence. Robustness refers to the ability of a system to gracefully
degrade in the presence of partial system failure. Fault tolerance refers to the ability of a
system to detect and compensate for partial system failures.

The group of robot requires robustness and fault tolerance in a cooperative architec-
ture emphasizes the need to build cooperative teams that minimize their vulnerability to
individual robot outages. The design of the cooperative team has to ensure that critical
control behaviours are distributed across as many robots as possible rather than being
centralized in one or a few robots. The failure of one robot does not jeopardize the entire
mission. It must ensure that each robot should be able to perform some meaningful task,



102 Gastón Lefranc

even when all other robots have failed, on orders from a higher level robot to determine
the appropriate actions it should employ. The design has to ensure that robots have
some means for redistributing tasks among themselves when robots fail. This character-
istic of task reallocation is essential for a team to accomplish its mission in a dynamic
environment.

Reliability refers to the dependability of a system, and whether it functions properly
each time it is utilized. One measure of the reliability of the cooperative robot architec-
ture is its ability to guarantee that the mission will be solved, within certain operating
constraints, when applied to any given cooperative robot team.

Flexibility and adaptively refer to the ability of team members to modify their ac-
tions as the environment or robot team changes. Ideally, the cooperative team should
be responsive to changes in individual robot skills and performance as well as dynamic
environmental changes. In addition, the team should not rely on a pre-specified group
composition in order to achieve its mission.

The robot team should therefore be flexible in its action selections, opportunistically
adapting to environmental changes that eliminate the need for certain tasks, or activating
other tasks that a new environmental state requires. The aim is to have these teams
perform acceptably the very first time they are grouped together, without requiring any
robot to have prior knowledge of the abilities of other team members. [1]

Coherence refers to how well the team performs as a whole, and whether the actions of
individual agents combine toward some unifying goal. The coherence is measured along
some dimension of evaluation, such as the quality of the solution or the efficiency of the
solution [2]. Efficiency considerations are particularly important in teams of heterogeneous
robots whose capabilities overlap, since different robots are often able to perform the same
task, but with quite different performance characteristics. To obtain a highly efficient
team, the control architecture should ensure that robots select tasks such that the overall
mission performance is as close to optimal as possible.

Key Issues of Colony of Robots

Robustness,
Fault tolerance,

Reliability,
Flexibility,
Adaptively,
Coherence,

Distribution,
Cooperation,
Collaboration.

A colony of robots must have fault tolerant; cooperative control; Distributed control;
Adaptive action selection, the importance of robot awareness, Inter robot communication,
and improving efficiency through learning, Action recognition and Local versus global
control of the individual robot.

Previous research in fully distributed heterogeneous mobile robot cooperation includes:
one proposes a three layered control architecture that includes a planner level, a control
level [3], and a functional level; [4], who describes an architecture that includes a task
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planner, a task locator, a motion planner, and an execution monitor; [5] who describes
an architecture that utilizes a negotiation framework to allow robots to recruit help when
needed, [6], who uses a hierarchical division of authority to perform cooperative fire-
fighting. However, these approaches deal primarily with the task selection problem and
largely ignore the issues so difficult for physical robot teams, such as robot failure, com-
munication noise, and dynamic environments. Since these earlier approaches achieve
efficiency at the expense of robustness and adaptively, [1] emphasizes the need for fault
tolerant and adaptive cooperative control as a principal characteristic of the cooperative
control architecture.

3 Models for Colony of robots

It is necessary have a model of the community, normally taken from the low level in-
telligence, such as ants, bees or other insects. With one of those models, the robots
used are limited in capabilities, such as limitations in computation, actuation and sensing
capabilities.

Many colonies of robots have successfully demonstrated cooperative actions, most
notably in [7] and [8]. But while much of the existing research has centred on highly-
specialized, expensive robots, others create a colony with simple, small and inexpensive
robots. It proposes the developing a robot colony, with intelligent distributed behaviours,
with the goals: low-cost robots, homogeneous architecture and distributed algorithms. [9]

Multiple agents can often accomplish tasks faster, more efficiently, and more robustly
than a single agent could. Groups of cooperating robots have proven to be successful at
many tasks, including those that would be too complex for a single robot to complete the
aims. Multi-agent systems have been applied to such diverse tasks as complex structure
assembly [10], large-object manipulation [11, 12], distributed localization and mapping
[13], multi-robot coverage [14], and target tracking [15]. Furthermore, whereas a single
complex robot can be easily crippled by damage to a critical component, the abilities of
a colony can degrade gradually as individual agents are disabled. In nature, some of the
most successful organisms survive by working in groups.

Models of Colony of Robots can divide in two classes: microscopic and macroscopic.
Microscopic descriptions treat the robot as the fundamental unit of the model. These
models describe the robot’s interactions with other robots and the environment. Solving
or simulating a system composed of many such agents gives researchers an understanding
of the global behaviour of the system. [16]

Microscopic models are reported in [17, 18]; they have been used to study collective
behaviour of a swarm of robots engaged in object aggregation and collaborative pulling.
Rather than compute the exact trajectories and sensory information of individual robots,
the robot’s interactions with other robots and the environment are modeled as a series of
stochastic events, with probabilities determined by simple geometric considerations and
systematic experiments with one or two real robots. Running several series of stochastic
events in parallel, one for each robot allows studying the collective behaviour of the swarm.

A macroscopic model, on the other hand, directly describes the collective behaviour of
the robotic swarm. It is computationally efficient because it uses fewer variables. Macro-
scopic models have been successfully applied to a wide variety of problems in physics,
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chemistry, biology and the social sciences. In these applications, the microscopic be-
haviour of an individual is complex, often stochastic and only partially predictable, and
certainly analytically intractable. Rather than account for the inherent variability of in-
dividuals, scientists model the behaviour of some average quantity that represents the
system they are studying. Such macroscopic descriptions often have a very simple form
and are analytically tractable. It is important to remember that such models do not
reproduce the results of a single experiment rather, the behaviour of some observable
averaged over many experiments or observations.

The two description levels are related: one can start from the Stochastic Master
Equation that describes the evolution of a robot’s probability density and get the Rate
Equation, a macroscopic model, by averaging it [20]. In most cases, however, Rate Equa-
tions are phenomenological in nature, i.e., not derived from first principles. Below we
show how to formulate the Rate Equations describing dynamics of a homogeneous robot
swarm by examining the details of individual robot controller.

The Rate Equation is not the only approach to modeling collective behaviour. Ander-
son [19], for example, shows how geometric analysis can be used to predict distribution of
individuals playing spatial participative games from the microscopic rules each individual
is following.

3.1 Stochastic Approach to Modeling Robotic Swarms

The behaviour of individual robots in a swarm has many complex influences by external
forces, many of which may not be anticipated, such as friction, battery power, sound
or light signals, etc. Even if all the forces are known in advance, the robots are still
subject to random events: fluctuations in the environment, as well as noise in the robot’s
sensors and actuators. A robot will interact with other robots whose exact trajectories
are equally complex, making it impossible to know which robots will come in contact with
one another. The designer can take advantage of the unpredictability and incorporate it
directly into the robot’s behaviour: the simplest effective policy for obstacle avoidance is
for the robot to turn a random angle and move forward. So, the behaviour of robots in a
swarm is so complex, it is best described probabilistically, as a stochastic process.

Figure 2: Robot Controller for a simplified foraging scenario

Consider Figure 1, it depicts a controller for a simplified foraging scenario (Collect
objects scattered in the arena and assemble them at a “home” location). Each box
represents a robot’s state the action it is executing. In the course of accomplishing the
task, the robot will transition from searching to puck pick-up to homing. Transitions
between states are triggered by external stimuli, such as encountering a puck. This robot
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can be described as a stochastic Markov process, and the diagram in Figure 2 is, therefore,
the Finite State Automaton (FSA) of the controller.

The stochastic process approach allows us to mathematically study the behaviour of
robot swarms. Let p(n, t)b e the probability robot is in state n at time t. The Markov
property allows us to write change in probability density as [16]

∆p(n, t) = p(n, t + ∆t) − p(n, t) (1)

=
∑

n′

p(n, t + ∆t|n′, t)p(n′, t) −
∑

n′

p(n′, t + ∆t|n, t)p(n, t) (2)

The conditional probabilities define the transition rates for a Markov process

W (n|n′, t) = lim
∆t→0

p(n, t + ∆t|n′, t)

∆t
(3)

The quantity p(n, t) also describes a macroscopic variable - the fraction of robots in
state n, with Equation 1 describing how this variable changes in time. Averaging both
sides of the equation over the number of robots (and assuming only individual transitions
between states are allowed), we obtain in the continuous limit (lim ∆t → 0)

dNn(t)

dt
=

∑

n′

W (n|n′, t)N ′
n(t) −

∑

n′

W (n′|n, t)Nn(t) (4)

where Nn(t) is the average number of robots in state n at time t. This is called
Rate Equation, sometimes written in a discrete form, as a finite difference equation that
describes the behaviour of N(kT ), k being an integer and T the discretization interval:
(N(t + T ) − N(t))/T . Equation 3 can be the interpretation: the number of robots in
state n will increase in time due to transitions to state n from other states, and it will
decrease in time due to the transitions from state n to other states. Rate Equations
are deterministic. In stochastic systems, however, they describe the dynamics of average
quantities. How closely the average quantities track the behaviour of the actual dynamic
variables depends on the magnitude of fluctuations. Usually the larger the system, the
smaller are the (relative) fluctuations. [16]

Mathematical models have been applied to study collective collection experiments
(aggregation and foraging). In the aggregation experiments, the task was to gather small
objects in a single cluster starting from a situation where they were all randomly scattered
in an arena. [17, 18]

4 Behaviour of Colony of robots

The behaviour approach to autonomous robot control is based on the observations of
animal behaviour, particularly the lower animals, obtaining results without the need for a
complex, human-level architecture. Since there are so many varieties of social behaviour
in the animal kingdom, the classification proposed by Tinbergen [22] is of particular
interest for current robotics research in cooperative systems, as it parallels two possible
approaches to cooperating mobile robot development. According to Tinbergen, animal
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societies can be grouped into two broad categories: those that differentiate, and those that
integrate. Societies that differentiate are realized in a dramatic way in the social insect
colonies [23]. These colonies arise due to an innate differentiation of blood relatives that
creates a strict division of work and a system of social interactions among the members.
Members are formed within the group according to the needs of the society. In this case,
the individual exists for the good of the society, and is totally dependent upon the society
for its existence. As a group, accomplishments are made that are impossible to achieve
except as a whole. On the other hand, societies that integrate depend upon the attraction
of individual, independent animals to each other. Such groups consist of individuals of
the same species that “come together” by integrating ways of behaviour [24]. These
individuals are driven by a selfish motivation which leads them to seek group life because
it is in their own best interests. Interesting examples of this type of society are wolves
and the breeding colonies of many species of birds, in which hundreds or even thousands
of birds congregate to find nesting partners.

Such birds do not come together due to any blood relationship; instead, the individuals
forming this type of society thrive on the support provided by the group. Rather than
the individual existing for the good of the society, we find that the society exists for the
good of the individual.

There are two approaches to model cooperative autonomous mobile robots, with be-
haviour similar to classifications of animal societies discussed above. The first approach
involves the study of emergent cooperation in colonies, or swarms, of robots, an approach
comparable to differentiating animal societies. This approach emphasizes the use of large
numbers of identical robots that individually have very little capability, but when com-
bined with others can generate seemingly intelligent cooperative behaviour. Cooperation
is achieved as a side-effect of the individual robot behaviours. A second approach parallels
the integrative societies in the animal kingdom, aims to achieve higher-level, “intentional”
cooperation among robots. In this case, individual robots that have a higher degree of
“intelligence” and capabilities are combined to achieve purposeful cooperation. The goal
is to use robots that can accomplish meaningful tasks individually, and yet can be com-
bined with other robots with additional skills to complement one another in solving tasks
that no single robot can perform alone. To be purely analogous to the integrative animal
societies, robots in this type of cooperation would have individual, selfish, motivations
which lead them to seek cooperation [36]. Such cooperation would be sought because
it is in the best interests of each robot to do so to achieve its mission. Of course, the
possession of a selfish motivation to cooperate does not necessarily imply consciousness
on the part of the robot. It is doubtful that we would attribute consciousness to all the
integrative societies in the animal kingdom; thus, some mechanism must exist for achiev-
ing this cooperation without the need for higher-level cognition. The type of approach
one should use for the cooperative robot solution is dependent upon the applications en-
visioned for the robot team. The differentiating cooperation approach is useful for tasks
requiring numerous repetitions of the same activity over a relatively large area, relative
to the robot size, such as waxing a floor, agricultural harvesting, cleaning barnacles off of
ships, collecting rock samples on a distant planet, and so forth. Such applications would
require the availability of an appropriate number of robots to effectively cover the work
area while continuing to maintain the critical distance separation. On the other hand,
the intentional cooperation approach would be required in applications requiring several
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distinct tasks to be performed, perhaps in synchrony with one another. Throwing more
robots at such problems would be useless, since the individual tasks to be performed can-
not be broken into smaller, independent subtasks. Examples of this type of application
include automated manufacturing, industrial-household maintenance, search and rescue,
and security, surveillance, or reconnaissance tasks.

A Colony of Robots is a behaviour-based system that uses information from the in-
put of the robot’s sensors to model the environment. This behaviour is reactive to the
changes in its environment. Behaviour-based robots (BBR) usually show more biological-
appearing actions than their computing-intensive counterparts, which are very deliberate
in their actions. A BBR often makes mistakes, repeats actions, and appears confused,
but can also show the anthropomorphic quality of tenacity.

Comparisons between BBRs and insects are frequent because of these actions. BBRs
are sometimes considered examples of Weak artificial intelligence, although some have
claimed they are models of all intelligence [22]. The term reactive planning starts using
1988, the term has now become a pejorative used as an antonym for proactive. All agents
using reactive planning are proactive; some researchers have begun referring to reactive
planning as dynamic planning.

In a Colony of Robots, the behaviours of each robot acts independently using simple
local rules to form a complex colony-wide behaviour. The simplest of such behaviours
that can be demonstrated is swarming. In this behaviour, each robot uses its rangefinders
to avoid obstacles (Figure 3).

Figure 3: Simple obstacle avoidance behaviour

This simple obstacle avoidance behaviour requires no inter-robot communication and
can easily scale without degrading performance as more robots are added.

Adding wireless communication and bearing-only localization allows Colony of robots
to perform a lemming like behaviour in which each robot will follow another robot in a
chain. One robot assigns itself as the leader and all subsequent robots follow the robot in
front of them. This allows the behaviour to scale to arbitrarily long chains of robots.

Colony of Robot has other capabilities to perform more intelligent, collaborative and
cooperative behaviours. Using localization data provided in the bearing matrix, Colony
of robots can effectively seek a target independently and then converge on the target as
a group once it has been found. Figure 4 shows one such scenario in which robots are
placed in an unknown environment and work collectively to seek a goal. Once a robot
has found the goal, each robot is capable of finding the shortest line-of-sight path to that
robot by running a simple graph search on its bearing matrix
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Figure 4: Collective behaviour: a. - Robots begin in random seek, b. - One robot find
the goal and communicate to others, c. - Colony arrives to goal.

The Colonies of Robots have to operate without human intervention for a long time,
so the Colony must be able to recharge their batteries autonomously. This behaviour
needs sensors and infrastructure with three custom pieces of hardware that comprise: a
charging station, a medium-range homing sensor, and a battery charging board. The
system has to have a task scheduler and bay allocation. Recharging is a complex task
involving many actions that the robots can execute. When a low battery signal is detected,
the robot will switch from its default task to the recharging task, and it will remain in
this state until charging has completed. In the charging task, the robot sends a charging
request over wireless to the charging station. If the charging station is full or if another
robot is currently attempting to dock, the station denies the request and the requesting
robot waits before requesting again. Otherwise, the station assigns the robot a bay
using its bay allocation algorithm. The bay allocation algorithm ensures that multiple
bays are not assigned to a single robot. If possible, it also attempts to minimize the
likelihood of collisions during homing by maximizing the distance between allocated bays.
By intelligently managing its docking bays, the charging station can effectively manage a
limited number of resources (charging bays) that must be shared between a large numbers
of robots. [51]

An important behaviour of Colony of Robots is the interface between the Colony and
the Centre of Colonies across the Internet. The core functionally of this interface allows
a user to send commands and requests from a client terminal via the Internet to robots
and returns responses from the robots back to the client. The system interface (Fig. 5)
allows users to remotely monitor and control a large number of robots from anywhere in
the world. It consists of three primary modules: the robot library, the server, and the
client. The robot library maps high level server requests to basic robot functions and
provides an interface for robots communicating over system interface by handling wireless
communication to and from the server. The wireless interface between the robots and
the server is implemented using a Colony robot programmed to relay wireless data to and
from a computer via a USB port and with a server-side wireless library.

It possible to measure of robot’s behaviour as components of a theory of robot-
environment interaction. Using dynamical systems theory and methods of analysis derived
from chaos theory, the quantitative measurement the behaviour of a mobile robot changes
if the robot’s environment is modified, and the robot’s control code is modified.

The behaviour of a mobile robot is the result of properties of the robot itself, the
environment, and the control program (the “task”) the robot is executing (see figure
6). This triangle of robot, task and environment constitutes a non-linear system, whose
analysis is the purpose of any theory of robot-environment interaction.
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Figure 5: Interface behaviour.

Figure 6: Mobile Robot Interface.

Mobile robotics research to date is still largely dependent upon trial-and-error devel-
opment, and results often are existence proofs, rather than general, fundamental results.
However, independent replication and verification of experimental results are unknown in
mobile robotics research practice. One reason for this is the dearth of quantitative mea-
sures of behaviour. The research considered the application of dynamical systems theory,
specifically deterministic chaos theory to the analysis of robot environment interaction.
Using Lyapunov exponent and correlation dimension of the attractor the result of robot’s
behaviour exhibited deterministic chaos. [52]

5 Multi-robots Systems

In Multi-robots systems have been identified seven primary research topics, when the
colony has distributed mobile robot systems. These issues are the following: biologi-
cal inspirations, communication, architectures, localization/mapping/exploration, object
transport and manipulation, motion coordination, and reconfigurable robots.

5.1 Biological Inspirations

Most of the work in cooperative mobile robotics has biological inspirations, imitating social
characteristics of insects and animals after the introduction of the new robotics paradigm
of behaviour-based control. This behaviour-based paradigm has had a strong influence
in the design of the cooperative mobile robotics research. The most common application
uses of the simple local control rules of various biological societies, particularly ants, bees,
and birds, to the development of similar behaviours in cooperative robot systems. Work
has demonstrated the ability for multi-robot teams to flock, disperse, aggregate, forage,
and follow trails. The application of the dynamics of ecosystems has also been applied to
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the development of multi-robot teams that demonstrate emergent cooperation as a result
of acting on selfish interests. To some extent, cooperation in higher animals, such as
wolf packs, has generated advances in cooperative control. Significant study in predator-
prey systems has occurred, although primarily in simulation. In other work implements
a pursuit-evasion task on a physical team of aerial and ground vehicles. They evaluate
various pursuit policies relaying expected capture times to the speed and intelligence of
the evaders and the sensing capabilities of the pursuers.

5.2 Communication, Architectures

The communication in multi-robot teams has been extensively studied. There are implicit
and explicit communication, in which implicit communication occurs as a side-effect of
other actions, whereas explicit communication is a specific act designed solely to convey
information to other robots on the team. Several researchers have studied the effect
of communication on the performance of multi-robot teams in a variety of tasks, and
have concluded that communication provides certain benefit for particular types of tasks.
Additionally, these researchers have found that, in many cases, communication of even a
small amount of information can lead to great benefit.

Other work in multi-robot communication has focused on representations of languages
and the grounding of these representations in the physical world. This work has ex-
tended to achieving fault tolerance in multi-robot communication, such as setting up and
maintaining distributed communications networks and ensuring reliability in multi-robot
communications.

In [53] communication enabling multi-robot teams to operate reliably in a faulty com-
munication environment. In [54], explores communications in teams of miniature robots
that must use very low capacity RF communications due to their small size. They ap-
proach this issue through the use of process scheduling to share the available communi-
cations resources. [23]

The distributed robotics has focused on the development of architectures, task plan-
ning capabilities, and control. This research area addresses the issues of action selection,
delegation of authority and control, the communication structure, heterogeneity versus
homogeneity of robots, achieving coherence amidst local actions, resolution of conflicts,
and other related issues. The architecture, developed for multi-robot teams, tends to focus
on providing a specific type of capability to the distributed robot team. Capabilities that
have been of particular emphasis include task planning, fault tolerance, swarm control,
human design of mission plans, role assignment, and so forth. [25]

5.3 Localization/Mapping/Exploration

Research has been carried out in the area of localization, mapping, and exploration for
multi-robot teams. Almost all of the work has been aimed at 2D environments. Initially,
most of this research took an existing algorithm developed for single robot mapping,
localization, or exploration, and extended it to multiple robots. Some algorithms have
developed that are fundamentally distributed. One example of this work is given in [13],
which takes advantage of multiple robots to improve positioning accuracy beyond what
is possible with single robots.
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Another example is a decentralized Kalman-filter based approach to enable a group
of mobile robots to simultaneously localize by sensing their team-mates and combining
positioning information from all the team members. They illustrate the effectiveness of
their approach through application on a team of three physical robots. [56, 57]

Others works develops and analyzes a probabilistic, vision-based state estimation
method that enables robot team members to estimate their joint positions in a known
environment. Their approach also enables robot team members to track positions of
autonomously moving objects. They illustrate their approach on physical robots in the
multi-robot soccer domain.

Research approaches to localization, mapping, and exploration into the multi-robot
version can be described using the familiar categories based on the use of landmarks,
scan-matching, and/or graphs, and which use either range sensors (such as sonar or laser)
or vision sensors. [25]

5.4 Object Transport And Manipulation

Enabling multiple robots to cooperatively carry, push, or manipulate common objects
has been a long-standing, yet difficult, goal of multi-robot systems. Only a few projects
have been demonstrated on physical robot systems. This research area has a number of
practical applications that make it of particular interest for study. Numerous variations
on this task area have been studied, including constrained and unconstrained motions,
two-robot teams versus “swarm”-type teams, compliant versus non-compliant grasping
mechanisms, cluttered versus uncluttered environments, global system models versus dis-
tributed models, and so forth. Perhaps the most demonstrated task involving cooperative
transport is the pushing of objects by multi-robot teams. This task seems inherently eas-
ier than the carry task, in which multiple robots must grip common objects and navigate
to a destination in a coordinated fashion. A novel form of multi-robot transportation
that has been demonstrated is the use of ropes wrapped around objects to move them
along desired trajectories. A research explores the cooperative transport task by multiple
mobile robots in an unknown static environment. Their approach enables robot team
members to displace objects that are interfering with the transport task, and to cooper-
atively push objects to a destination. In other presents a novel approach for cooperative
manipulation that is based on formation control. Their approach enables robot teams to
cooperatively manipulate obstacles by trapping them inside the multi-robot formation.
They demonstrate their results on a team of three physical robots.

5.5 Motion Coordination

Another topic in multi-robot teams is that of motion coordination. Research themes in
this domain that have been particularly well studied include multi-robot path planning,
traffic control, formation generation, and formation keeping. Most of these issues are now
fairly well understood, although demonstration of these techniques in physical multi-robot
teams (rather than in simulation) has been limited.

The motion coordination problem in the form of path planning for multiple robots is
presented that performs path planning via checkpoint and dynamic priority assignment
using statistical estimates of the environment’s motion structure. Additionally, they ex-
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plore the issue of vision-based surveillance to track multiple moving objects in a cluttered
scene. The results of their approaches are illustrated using a variety of experiments. [25]

The contributions to the Robot Motion Planning (RMP) field throughout a 35-year
period, from classic approaches to heuristic algorithms, surveying around 1400 papers
in the field, the amount of existing works for each method is identified and classified,
concluding that only about 3% of papers dealt with heuristic algorithms. [45]

There exits different approaches for coordination of multiple robots, considering in-
tegration of communication constraints in the coordination of robots. In Yamauchi ap-
proach, uses a technique for multi-robot exploration which is decentralized, cooperative
and robust to individual failures. He demonstrated a frontier-based exploration which
can be used to explore office buildings. He used evidence grids which are Cartesian grids,
which store the probability of occupancy of the space (prior probability equal 0, 5). The
robots create their evidence grids by using their sensors, classifying each cell as Open,
occupancy probability < prior probability; Unknown, occupancy probability = prior prob-
ability; and Occupied: occupancy probability > prior probability. In this manner, any
open cell which is near to an unknown cell is labeled as frontier edge cell. Frontier regions
are formed by adjacent frontier edge cells. The robots have to move to boundary between
open space and unexplored part of the space to gain much new information. After a
robot detected frontiers in the evidence grid, it tries to go to the nearest frontier. Be-
sides, robots use path planner to find the nearest unvisited frontier and reactive obstacle
avoidance behaviours to hinder collisions with unseen obstacles on the evidence grid.

After reaching and performing a 360 degree sensor sweep in the frontier, it adds the
new information to the evidence grid of its local map. In multi-robot exploration, there
is a local evidence grid which is available for all the robots. Besides that, every robot is
creating its own global evidence grid. This global evidence grid shows its knowledge about
the environment for the robot. Using two separate evidence grid gives the advantage of
being decentralized and cooperative. For instance, when a robot detects a new frontier,
it starts to travel this point. After reaching this point, it performs a sensor sweep. By
this way, it updates its local evidence grid with the new information. Moreover, it trans-
mits updated local evidence grid information to the other robots. Besides that, global
evidence grid is integrated with local evidence grid in a straightforward way. Using this
cooperative approach, all new information is available for the other robots. Thus, each
robot can update its own global evidence grid. There are two advantages of sharing a
global map. Firstly, robots can make decision about which frontiers are unexplored yet
by using updated maps. This improves the efficiency of exploration. Additionally, if a
robot is disabled in the area, this won’t affect the other robots. In his study, he devel-
oped a coordination approach based on frontiers. His frontier based approach is became
a milestone for the following researches. [26]

The approach of R. Simmons, the coordination among robots is done to explore and
create a map. This multi-robot exploration and mapping which is based on cost of explo-
ration and estimation of expected information gain. They decreased the completion time
of creating map task by keeping the robots well separated, resulting of the minimizing
the overlap in information gain between the robots. Besides, they distributed most of
the computation, which takes place in exploring and creating the map. Global map is
constructed by the distinctive sensor information of the robots same as Yamauchi’s ap-
proach. As a result, creating a consistent global map and assigning task to each robot
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which maximizes the overall utility are efficient examples of coordinated mapping and
coordinated exploration, respectively. Besides, there are three important achievements
with their approach: they used same software for both the local and global mapping; the
robots update the global map with new information, even if they cannot communicate
each other directly. This minimizes the alignment in local maps. Lastly, after each robot
creates its local map, it sends local map to central mapper module. In the process of
combining the maps to create one global map, central mapper module combines the data
iteratively. Thus the localization error is minimizing. Their approach to distribute most
of the computation among the robots is remarkable. However, they have two assumptions
in this situation. Firstly, robots know their position relative to another.

More sophisticated methods must be found for mapping and localization where the
initial positions are not known by robots. Secondly, the researchers assumed that robots
have an access to high-bandwidth communication, [27].

Another approach proposed, is based on separating the environments into stripes.
These stripes show the successively explored environment by the multi-robots. However,
in this approach, if one robot moves to a point, the rest of the robots wait on their position
and watch for the moving robot.

This approach significantly decreases odometry error, however it is not designed for
distribution of the robots and the robots tend to stay close. [28]

The coordination of multi robots combines the global map; central mapper distributes
the new map. Additionally, robots produce new bids from the updated map information.
By using these bids, robots can mark the map cells as obstacle, clear or unknown.

They used the frontier-based algorithm for exploration which is found by Yamauchi.
However, there are two modifications to frontier-based approach. Firstly, they deter-
mined the estimation of the cost of traveling a frontier cell by calculating the optimal
paths from the robots initial positions. These computations are made simultaneously
by using a flood-fill algorithm. By determining the cost of traveling to a frontier cell
for each robot, they assign this exploring task to the robot which has the optimal path.
Secondly, they estimated information gain from the frontier cell by creating a rectangle
which approximates the information gain region. Thus, executive uses these rectangles to
estimate potential overlaps on coverage. By finding the cost of traveling and estimating
the information gain in the frontier cells, executive assigns tasks to the robots. The idea
behind the assigning tasks is discounting. For example, executive finds the bid location
with the highest utility for a robot. After that, it discounts the bids of the remaining
robots, selects another robot which has highest utility among the other robots. This task
assignment continues till no robot or no task remains.

A new approach for coordination uses market-based approach, by minimizing the costs
and maximizing the benefits. Like the previous approaches, robots communicate with each
other continuously to receive new information about the environment. Thus, robots can
improve their current plans. Even though there is a central agent, they are not dependent
the central agent. However, in exploration process, if the central agent is reachable, the
robots are communicating with central agent to learn if there are new goal points. [29]

Auction methods have been investigated as effective, decentralized methods for multi-
robot coordination. Theoretical analysis and experimental of the performance of auction
methods for multi-robot routing, has shown great potential. These methods are shown to
offer theoretical guarantees for a variety of bidding rules and team objectives.
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The problem of routing in multi-robot is specified by a set of robots, R = r1, r2, . . . , rn,
a set of targets, T = t1, t2, . . . , tm, their locations, and a non-negative cost function
c(i, j), i, j ∈ R∪T , which denotes the cost of moving between locations i and j. Assuming
that these costs are symmetric, c(i, j) = c(j, i), are the same for all robots, and satisfy
the triangle inequality. Travel distances and travel times between locations satisfy these
assumptions in any typical environment. The objective of multi-robot routing is to find
an allocation of targets to robots and a path for each robot that visits all targets allocated
to it so that a team objective is optimized. In Auction methods the team objectives could
be: MINISUM: Minimize the sum of the robot path costs over all robots, MINIMAX:
Minimize the maximum robot path cost over all robots. MINIAVE: Minimize the average
target path cost over all targets. The robot path cost of a robot r is the sum of the costs
along its entire path, from its initial location to the last target on its path. The target
path cost of a target t is the total cost of the path traversed by robot r from its initial
location up to target t, where r is the unique robot visiting t. Optimizing performance for
any of the three team objectives is NP-hard, considering that there is no polynomial time
algorithm for solving multi-robot routing optimally with the MINISUM, the MINIMAX,
or the MINIAVE objective, unless P = NP .

The main advantage of this multi-round auction mechanism is its simplicity and the
fact that it allows for a decentralized implementation on real robots. Initially, each robot
needs to know its own location, the location of all targets, and the number of robots
(the number of bids in each round), but not the locations of the other robots. In each
round, each robot computes its single bid locally and in parallel with the other robots,
broadcasts the bid to the other robots, receives the bids of the other robots, and then
locally determines the winning bid. This procedure is repeated in every round of the
auction. Broadcasting can be achieved by means of relaying messages from robot to
robot. Clearly, there is no need for a central auctioneer, and therefore, there is no single
point of global failure in the system. Notice also the low communication complexity; each
robot needs to receive n numbers (bids) in each of the m rounds, therefore O(nm) numbers
need to be communicated over any single link. [30]

5.6 Reconfigurable systems

The motivation for reconfigurable distributed systems of this work is to achieve function
from shape, allowing individual modules, or robots, to connect and re-connect in various
ways to generate a desired shape to serve a needed function. These systems have the
theoretical capability of showing great robustness, versatility, and even self-repair.

Most of the work in this area involves identical modules with interconnection mech-
anisms that allow either manual or automatic reconfiguration. These systems have been
demonstrated to form into various navigation configurations, including a rolling track
motion, an earthworm or snake motion, and a spider or hexapod motion. Some systems
employ a cube-type arrangement, with modules able to connect in various ways to form
matrices or lattices for specific functions.

An important example of this research presents a biologically inspired approach for
adaptive communication in self-reconfigurable and dynamic networks, as well as physical
module reconfiguration for accomplishing global effects such as locomotion. [61]
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6 Colony of Ant robots

Social insects that live in colonies, such as ants, termites, wasps, and bees, develop specific
tasks according to their role in the colony. One of the main tasks is the search for food.
Real ants search food without visual feedback (they are practically blind), and they can
adapt to changes in the environment, optimizing the path between the nest and the food
source. This fact is the result of stigmergy, which involves positive feedback, given by the
continuous deposit of a chemical substance, known as pheromone. Ants are social insects
capable of short-range interactions, yet communities of ants are able to solve complex
problems efficiently and reliably. Ants have, therefore, become a source of algorithmic
ideas for distributed systems where a robot (or a computer) is the “individual” and a
swarm of robots (or the network) plays the role of the “colony”. Ant robots are simple
and cheap robots with limited sensing and computational capabilities. This makes it
feasible to deploy teams of ant robots and take advantage of the resulting fault tolerance
and parallelism.

They cannot use conventional planning networks due to their limitation and their
behaviour is driven by local interactions. Ant Robots almost never know exactly where
they are in the environment A common way is to use probabilistic planning, provides to
robots, the best possible location estimate, to achieve their goals without ever worrying
about where they are in the terrain. Other approach of Ant robots can communicate via
markings that they leave in the terrain, similar to ants that lay and follow pheromone
trails, and solving robot-navigation tasks in a robust way. Using Pheromone Traces of
alcohol, heat, odor [33], and virtual traces [56, 57] no location is estimates, no planning is
need, no direct communication with a simpler hardware and software. The result is a very
robust navigation. It has been developed a theoretical foundation for ant robotics, based
on ideas from real-time heuristic search, stochastic analysis, and graph theory. [31, 32]

Teams of robots can do mine sweeping, surveillance, search-and-rescue, guarding, sur-
face inspection and many others work. For example, a team of robots that cover terrain
repeatedly can guard a museum at night. [33] The main areas, involved to have group of
robots are: Agent coordination (swarms), Robotics (robot architectures, ant robots, sensor
networks), Search (real-time search), complexity analysis of graph algorithms, Communi-
cation.

6.1 Ant colony optimization

The ants construct a pheromone trail in the search for a shorter path from nest to the
food. When an obstacle is inserted in the path, ants spread to both sides of the obstacle,
since there is no clear trail to follow. As the ants go around the obstacle and find the
previous pheromone trail again, a new pheromone trail will be formed around the obstacle.
This trail will be stronger in the shortest path than in the longest path. As shown in
[58], there are many differences between real ants and artificial ants, mainly: artificial
ants have memory, they are completely blind and time is discrete. On the other hand, an
ant colony system allows simulation of the behaviour of real-world ant colonies, such as:
artificial ants have preference for trails with larger amounts of pheromone, shorter paths
have a stronger increment in pheromone, and there is an indirect communication system
between ants, the pheromone trail, to find the best path.
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The term collective behaviour, in the robotics literature, means: joint collaborative
behaviour that is directed toward some goal in which there is a common interest; a form
of interaction, usually based on communication; and joining together for doing something
that creates a progressive result such as increasing performance or saving time. Coopera-
tive behaviour is to associate with another or others for mutual, often economic, benefit.

A collaborative robot is a robot designed, for example, to assist human beings as a
guide or assistor in a specific task. A cooperative robots are a group of robots that can
work together to move large objects, sharing the load.

Having coordination in actions, sharing sensors and computing power, multi robots
can perform tasks such as drill holes and pitch tents in tight coordination. They can carry
out the tasks in an unstructured outdoor environment.

7 Multi-agents Systems applied to Colony of Robots

Using decentralized approaches, as Multi-Agent Systems, gives a new way for modeling
a colony of robots. This approach is able to generate a self-organized system with some
robust and efficient ways of solving problematic like some insect societies, as ants. [34]

This focus provides three multi-level advances: (i) the development of the concept
of Complex Systems give a new way of modeling, based on decentralized representation
composed of interaction network of entities from where emergent properties appear ; (ii)
Object-Oriented programming had proposed a first step in the decomposition of comput-
ing and so in the following, agent oriented programming adds to objects some autonomous
properties; (iii) the development of huge computer networks promote the distributed com-
puting which finally allowed implementations of these previous concepts. [35, 48]. Com-
plex systems are usually presented as some systems of interacting entities which can be
represented as a kind of networks. Agent-based can represent the interactions between
entities as communication processes.

7.1 Robot Architecture

Robot architecture has been proposed, based on a multi-agent system (MAS). The agents
have the goal: to control the robot and to do it intelligent, while competing for resources.
This approach produce a more robust, flexible, reusable, generic and reliable architecture
that can be easily modified and completed to permit social behaviour among robots; it
is also holonic multi-agent systems. The agents that make up the proposed architecture
may also be Multi-agent systems themselves. The Task Planning Agent is a multi-agent
system formed by planner agents and a coordination agent. [60]

7.2 Multi-agent plan coordination

The Multi-agent plan coordination problem arises whenever multiple agents plan to
achieve their individual goals independently, but might mutually benefit by coordinating
their plans to avoid working at cross purposes or duplicating effort. Although variations
of this problem have been studied, there is no agreement over a general characterization
of the problem. A general framework that extends the partial order, causal-link plan
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representation to the Multi-agent case, and that treats coordination as a form of iterative
repair of plan flaws that cross agents. Multi-agent planning has acquired a variety of
meanings over the years. In part, this may be due to the ambiguity of exactly what some-
one considers to be “multi-agent” about the planning. In some work, it is the planning
process that is multi-agent; for example, multiple agents, each with specialized expertise
in certain aspects of planning, might collaborate to formulate a complex plan that none
of them could have generated alone. In other work, it is the product of planning, the plan
itself, that is multi-agent, in the sense that it specifies the activities of multiple actors
in the environment such that they collectively achieve their individual and/or common
goals. And sometimes, it is both where multiple agents interact to arrive at plans that
will be carried out by multiple (and often, it is implicitly assumed, the same) agents.
In the third class of problems, a Multi-agent Plan Coordination Problems (MPCPs), in
which multiple agents, has each plan the individual activities, but might mutually benefit
by coordinating their plans to avoid interfering with each other unnecessarily duplicating
effort. Multi-agent plan coordination differs from “team planning”, in which agents must
work together more tightly as a team in order to achieve their joint goals.

Instead, multi-agent plan coordination is suited to agents that are loosely-coupled
(nearly independent), where each agent can achieve its own goals by itself, but the presence
of other agents who are also asynchronously operating in the same environment leads
to potential conflicts and cooperative opportunities. [36] Other similar approaches is
described, where the problem of finding plans with minimal make span is considered. In
both, the degree of coupling measures, the degree of interaction between different plans
(threads]) and thus affects the inherent difficulty of the planning problem. In general,
the multi-agent plan coordination problem is known to be NP-Hard. It has developed
a rigorous computational theory of single-agent and multi-agent plan coordination, and
implemented an efficient and optimal algorithm that, under assumed characteristics, is
polynomial with respect to the size of the plan coordination problem. [37, 38]

The autonomy of colony of robots depends on the behaviour of each agent associated
to each robot in terms of actions and in terms of flexible group decision making.

To achieve this objective, it is necessary that agent architectures can help in designing
the architecture of the software of each robots; a multi-agent approach can address the
problem of interactions between robots; and automated planning can provide the basis of
robots intelligence.

A vehicle can be adapted to act as robots. It has proposed architecture and distributed
planning method for multi-vehicle missions contribute to the increase of vehicle intelligence
and autonomy. The integration of online planning, disruptive events in absence of human
intervention do not lead necessarily to aborting the mission. However, it is important to
note that the architecture addresses a specific class of multi-vehicle missions. For this
class the plan exists at the beginning of the mission and provides actions up to the end of
the mission. In a context where there is a large uncertainty about the ending conditions
of the mission or where there are systematically a large difference between the situation
expected at planning time and the actual situation, other architectures based on a more
systematic activation of the planning module are more suited.
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7.3 Cooperative Planning

The problem of the cooperative planning is very complex. To specify a planning task for
the system of entities more precisely, it has to know about how the system 2 shares the
knowledge; how precise is the map of the working environment; when the environment
is static or changing; and the kind of a task is being solved. When system has multiple
entities, it can be organized in a centralized way, or a decentralized. Centralized systems
have a central control unit managing tasks for other entities, the knowledge about the
solved tasks and working environment, system configuration, actual state of the system
(positions of particular entities) is stored and maintained in the central unit. It also dis-
tributes local tasks according to priorities to other entities. On the other hand, knowledge
in decentralized systems is shared among all entities where each entity plans and performs
its own activities autonomously with respect to needs and request of other entities. Ad-
vantages of centralized systems are in terms of traffic control, resource management, and
task optimization. On the other hand decentralized systems are superior in terms of
robustness and scalability of the systems. Robustness can be defined as the ability of
a system to gracefully degrade when some entity in the system fails. Robust systems
are able to work properly even in the case that any entity is malfunctioning, as long as
there are some functioning robots. Centralized systems do not have this characteristic
because failure of the central unit disables the entire system. It can take advantage of
both systems, using hybrid solutions. [39]

7.4 Planning task

Planning task is the amount of information about working environment. If the map of
working area is available and accurate, the planning problem leads to geometrical opti-
mization, computed off-line. When robots are operating in unknown environments, the
task cannot be divided optimally without complete information. This problem is solved
on-line because new information about environment can be obtained during fulfilling the
plan. Another situation sets in when a map is available but the working environment is
rapidly changing or a map is not precise. In this case, primary activities can be planned
off-line based on the available map. Concrete actions can be specified on-line in more
details with respect to acquired information about the environment in which the system
operates.

If the colony of robots has only three kinds of tasks such as coverage problem: explo-
ration, and coordinated planning. Coverage planning for a team of robots deals with the
problem ensuring that every point in the working environment is visited by at least one
robot.

Coverage planning can be used for a number of different tasks, for example floor
cleaning, grass cutting, foraging and mine detection and removal. Exploration of a working
area is a similar task; the goal is not to “reach” all places in the environment, but to “see”
all places. The main aim during exploration is how to move particular robots in order to
minimize the time needed to completely explore the environment. When mobile robots
have the ability to explore a surrounding environment efficiently, they are able to build
a model (map) of their environment and to solve more complex tasks that ensue from
mapping like the detection of specified objects. The key question of coordinated planning
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is how to plan paths for particular robots in order to avoid collisions. In other words, two
robots cannot be at the same place in the same time.

7.5 Planning multiple robots

Planning for multiple robots is one of the main research topics within multi-robots systems
[40]. Differences in the approaches are mainly in methods of knowledge sharing. Multi
agent approaches and techniques are applicable (mainly in task of the distribution for
multiple entities) but it is necessary to consider a low preciseness of localization and
mapping strategies. An example of the application of the behaviour-based multi agent
approaches with consideration to physical multi-robot systems is presented in [41].

The common attribute of all planning problems is the effort to find the optimal solu-
tion. A typical criterion to be optimized is the overall time spent by all team members
during the task execution or the sum of lengths of particular robot’s paths. The type of
criterion leads to applicability of different strategy planning for multiple robots. Basic
problem of the planning is the path planning. The research for robot’s path planning
has centred on the problem of finding a path from a start location to a goal location,
while minimizing one or more parameters such as length of path, energy consumption or
journey time. The optimal path planning is the essential problem of the exploration and
the coverage task. [42]

7.6 Multi-agent Learning

Multi-Robot Systems MRS can often be used to fulfil the tasks with uncertainties, in-
complete information, distributed control, and asynchronous computation, etc. The per-
formance of MRS in redundancy and co-operation contributes to task solutions with a
more reliable, faster, or cheaper way. Multi-agent reinforcement learning can be useful
for multi-robot systems The challenges in MRSs involve basic behaviours, such as tra-
jectory tracking, formation-keeping control, and collision avoidance, or allocating tasks,
communication, coordinating actions, team reasoning, etc. For a practical multi-robot
system, firstly basic behaviours or lower functions must be feasible or available. In upper
modules, for task allocation and planning, have to be designed carefully. Robots in MRSs
have to learn from, and adapt to their operating environment and their counterparts.
Thus control and learning become two important and challenging problems in MRSs. [43]

Multi-agent reinforcement learning RL allows participating robots to learn mapping
from their states to their actions by rewards or payoffs obtained through interacting
with their environment. Robots in MRSs are expected to coordinate their behaviours to
achieve their goals. These robots can either obtain cooperative behaviours or accelerate
their learning speed through learning. [44]

Among RL algorithms, Q-learning has attracted a great deal of attention. Explicit
presentation of an emergent idea of cooperative behaviours through an individual Q-
learning algorithm can be found. Improving learning efficiency through co-learning was
shown. The study indicates that K co-operative robots learned faster than they did
individually. It has also demonstrated that sharing perception and learning experience
can accelerate the learning processes within robot group. Recently there has been growing
interests in scaling Multi-agent RL to MRSs. Although RL seems to be a good option for
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learning in Multi-agent systems, the continuous state and action spaces often hamper its
applicability in MRSs. Fuzzy logic methodology seems to be a candidate for dealing with
the approximation and generalization issues in the RL of Multi-agent systems. However,
this scaling approach still remains open. [45]

7.7 Ontology and Semantic

Several methodologies exist for building multi-agent systems; few of them address the
information domain of the system. Just as important as the system’s representation of
the information domain is the various agents’ information domain view.

Heterogeneous systems can contain agents with differing data models, a case that
can occur when reusing previously built agents or integrating legacy components into
the system. Most existing methodologies lack specific guidance on the development of
the information domain specification for a multi-agent system and for the agents in the
system.

An appropriate methodology for developing ontology’s must be defined for design-
ers to use for specifying domain representations in multi-agent systems. The existing
methodologies for designing domain ontologies are built to describe everything about a
specific domain; however, this is not appropriate for multi-agent systems because the sys-
tem ontology should only specify the information required for proper system execution.
The system ontology acts as a prerequisite for future reuse of the system, as the ontology
specifies the view of the information domain used by the multi-agent system.

Any system that reuses the developed multi-agent system must ensure that the pre-
viously developed system ontology does not conflict with the ontology being used in the
new system.

Once the system ontology is constructed, a multi-agent system design methodology
should allow the analyst to specify objects from the data model as parameters in the
conversations between the agents. To ensure the proper functionality of the multi-agent
system, the designer must be able to verify that the agents have the necessary information
required for system execution. Since the information is represented in the classes of the
data model, the design of the methodology must show the classes passed between agents.
[46]

7.8 Multi-agent Systems Engineering (MaSE)

Multi-agent Systems Engineering is an attempt to answer the sixth challenge, how to
engineer practical multi-agent systems, and to provide a framework for solving the first
five challenges. It uses multi-agent systems for developing intelligent, distributed software
systems. MaSE uses two languages to describe agents and multi-agent systems: the Agent
Modeling Language (AgML) and the Agent.

Definition Language (AgDL), a specific methodology for formal agent system synthesis.
Both AgML and AgDL will be defined with a precise, formal semantics. The methodology
can also be successfully applied with traditional software implementation techniques as
well.

There are a lists six challenges of multi-agent systems: to decompose problems and
allocate tasks to individual agents. To coordinate agent control and communications.
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To make multiple agents act in a coherent manner. To make individual agents reason
about other agents and the state of coordination. To reconcile conflicting goals between
coordinating agents. How to engineer practical multi-agent systems. AgML and AgDL
semantics are based of multi-sorted algebras. Algebraic approaches have the advantage
that there has been a great deal of work in automatically synthesizing code from algebraic
specifications. The work is similar in many respects to the agent methodologies based
on object-oriented concepts. However, few of these have a formal basis. Some work in
formalization of agent systems has been performed in but has focused on formal modeling
and not automated code synthesis. MaSE and AgML together provide many advantages
over traditional software engineering techniques. Because of this abstraction, MaSE can
capture traditional object-oriented systems as well as agent-based systems for which tra-
ditional techniques are inappropriate. Then, it has a more concise representation than
object-oriented techniques. It has a formal syntax and semantics. [45, 47]

8 Summarizing Colony of Robots

In this paragraph is presented a synthesis what would be a Colony of Robots, its charac-
teristics, its components, its applications, its basis and the way to build the Colony as an
Engineering Project. [50]

8.1 Parts of a Colony of robots

A colony could have the following components and actors: Centre of Colonies, Nest of the
Colony, Colony Leader, Agency Leader, and different types of Working Robots.

Centre of Colonies is a place controlled by human beings. It is located far from zone
of work of the colony. Persons determine the works that the Colony must realize, when
initial and final time, in what place, which it is necessary to do and when the Colony
must report its work. The orders of work are sent to the nest of the Colony in a remote
way.

Nest of the Colony is where the Colony is placed, composed of several heterogeneous
autonomous robots, which has a Colony Leader and several Agency Leaders who assign
works.

Colony Leader is a robot that has communication with the Centre of Colonies. This
Leader receives the orders of work from Centre of Colonies; it sends reports of realized
work, problems happened in the work or in the colony; it decomposes orders into tasks
and assigns a task to the different Agency Leaders Leading. It receives the state of works
and report s to Agency Leaders.

Agency Leader, are robots that have communication with the Colony Leader and with
Working Robots or Robot Agents. It receives orders, from Colony Leader, of the task
that it is necessary to realize, determines that the needs of Working Robots for the task
and sends orders to go to the place of work and to do the task.

Working Robots are a group of heterogeneous mobile robots that receives orders
Agency Leader, to move to a workplace to carry out a given task.

The Working Robots communicate themselves to determine the best path to arrive
to the workplace, to warn if they need help to do a task, to report the work realized, to
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report when it has faults or it has little energy.
The Working Robots also communicate with an Agency Leader, reporting the works

done, the problems of the group of robots and the need of help, etc. It could be some
types of these robots are specialist. One of them can have computer vision systems; others
it have manipulation systems of objects; another ones with derricks systems to transport
robot; robots repairers, etc. [50]

8.2 The Characteristics of the Colony

A Colony of Robots would have to have defined its characteristics. The main charac-
teristics can selected for the persons in the Centre of Colonies. Normally, the Colony
characteristics must be: Model of the Colony; Operational Environment; Communication
in the Colony; Colony Coordination; Cooperative and Collaborative Work, among the
Working Robots to carry out works; Robustness, Fault tolerance, Reliability, Flexibility,
Adaptively and Coherence; Reconfigurability, Localization, Mapping, Exploration, Object
transport and manipulation. [50]

Model of the Colony. The colony must have a biological inspiration model of how
operating. It has to have a model to imitate, such as animal colony or of insects colony.
There are several models developed, usually it is an Ant Colony Model.

Operational Environment. The colony of robots must be designed for thinking in the
environment that it will settle. According to this way, different types of robots are needed.
If an average normal environments, mobile robots need to be designed to realize works
in that environment. If they are extreme environments, the robots must be designed for
those conditions. An alternative is “to automate” a vehicle that already exists, in the
way of which it could be autonomous and apt to do the tasks that it are wanted.

Communication in the Colony. The communication is important in a Colony. These
communications have to be reliable, precise and fault tolerant. The communications are
among the Centre of Colonies and the Colony; among Colony Leader and Agency Leaders;
among these Agency Leaders and the Working Robots; and among Working Robots.

Colony Coordination. Coordination must exist between the different Working Robots
of the Colony for the movement to the work place; in the cooperation and collaboration
among robots. In general, it is desired that the colony be capable of coordinating path
planning, traffic control, formation generation, and formation keeping.

Cooperative and Collaborative Work, among the Working Robots to carry out works.
Robustness, Fault tolerance, Reliability, Flexibility, Adaptively and Coherence in all the
different robots in the Colony.

Reconfigurability. The colony must be reconfigurable distributed systems to achieve
function from shape, allowing robots to connect and re-connect in various ways to generate
a desired shape to serve a needed function. These systems have to have capability of
showing great robustness, versatility, and even self-repair.

Localization, Mapping, Exploration. The colony of robots must be capable of know-
ing the coordinates where it is and where that it must go, using GPS systems (Global
Positioning System). It has to be capable of creating a map of the tour and of being able
to explore. This information must be shared for groups of robots involved in a work.

Object transport and manipulation the colony must be capable of manipulating, trans-
porting or pushing simple objects, in individual way or in collaboration and / or cooper-
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ation way, with other robots.

8.3 Colony wanted and for what

What is expected from a colony is that it realizes the works assigned in an efficient,
reliable form and it reports the works done, achievements and problems. The works can
be very diverse depending what the persons want in the Centre of Colonies. The Colony
can be utilized in Exploration, in Industries, at Home, in Military Forces, in Education,
and many others uses.

In Exploration. When a Colony of Robots has assigned works to know certain area, the
exploration has to know, for example, temperature, pressure, ozone level, radioactivity,
etc. In general, it is needed to measure physical or chemical variables, to inspect the
place, searching path, to make images of the environment, animals, vegetables, to see the
composition of the area, water, etc.

This exploration can realize in different locations to measure the environment, espe-
cially if it is hostile (volcanoes, deserts, Antarctic, Arctic, etc.). Other kind of exploration
is the spatial exploration to know the Moon and Mars.

In Industries. There can have groups of robots to do maintenance of pipelines, for
painting, for making measurements and to do works in dangerous zones, etc. Also, the
group can be useful in flexible Manufacturing Systems FMS; in the agricultural industry
to detect plagues of insects, to determine when it is necessary to harvest, etc.; in industries
of production of raw materials and production of energy.

At homes. To improve quality of live of the persons. For example groups of robots to
sweep, to clean, to paint etc.

In Education; in Military Forces and many Others.

8.4 How the Colony of Robots is built

The colony of robots is constructed from the specifications given by the users. Though the
principles are the same, the design of the Centre of the Colony, the Nest of the Colony,
the different robots, they depend on the works to be realized, on the environment in
which they are going to work and the desired precision. According these parameters and
others specifications, it is necessary to do an Engineering Project to have the Colony of
Robots needed. This Project includes the support of providing companies of Robotics,
Automation, Communications, Electronic, etc.

8.5 Colony of Robots Background

The Colonies of Robots base on physical principles, in general on scientific principles,
and researches on Robotics, Computer Science, Mechanical, Automatic, Communications,
Optimization and Planning, and many other fields related, shown in this chapter.

8.6 Research in Colonies of Robots

Though, there exist several groups doing research on colonies of robots, the motivations
can be very different. Some Universities and Research Centres do works applicable to a
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Colony of Robots. It is better to have a multidisciplinary teams to creating a Colony of
Robots.

9 Conclusions

In this chapter has been presented an overview in colony of robots, considering models
of communities of robots, the behaviour of groups of robots, ant robots colony, commu-
nication inside de colony, multi-robots characteristics and multi-agent systems applied to
multi-robots.

To have control of a colony of robots that working together in a collaborative and
cooperative way in a non structured environments, is important considerer the commu-
nication among the robots, the way of planning and coordination of the robots, how the
object has transport and manipulation, and reconfiguration. The colony has to have a co-
operative architecture with robustness, a good fault tolerance, to be reliability, to present
flexibility, adaptively and coherence. Communication among robots of the colony permits
to have a distributed control, planning and coordination to perform the tasks assign for
achieving the aims of the colony.

It is expected that the colony of robots has a behaviour as insects, with intelligent
distributed behaviours that can do well the tasks, in a cooperative and collaborative
way. This colony could have low-cost robots, heterogeneous architecture and distributed
algorithms.

The kinds of tasks of the colony of robots normally are exploration, and coordinated
planning. To exhibit intelligence, the robot architecture in the colony, is based on a multi-
agent system. In this manner, is possible to have control of each robot in an intelligent,
way.

This approach produce a more robust, flexible, reusable, generic and reliable architec-
ture that can be easily modified and completed to permit social behaviour among robots.
Each robot is a Multi-agent system to be more efficient. Multi-agent planning and multi-
agent coordination inside the colony are good solutions. The applications of colonies of
robots several fields in industries, scientific exploration and at home. A guideline what
considering in create a Colony of Robots has been presented.



Towards to Colony of Robots 125

References

[1] Lynne E. Parker, Heterogeneous Multi-Robot Cooperation. MIT 1994.

[2] Alan Bond and Less Gasser, Readings in Distributed Artificial Intelligence. Morgan Kauf-
mann, 1988.

[3] Fabrice R. Noreils. Toward a robot architecture integrating cooperation between mobile
robots. Application to indoor environment. The International Journal of Robotics Research,
12(1), 79-98, February 1993.

[4] Philippe Caloud, Wonyun Choi, Jean-Claude Latombe, Claude Le Pape and Mark Yim.
Indoor automation with many mobile robots. In Proceedings of the IEEE International
Workshop on Intelligent Robots and Systems, pages 67-72, Tsuchiura Japan, 1990.

[5] H. Asama, K. Ozaki. A. Matsumoto, Y. Ishida and I. Endo, Development of task assign-
ment system using communication for multiple autonomous robots. Journal of Robotics and
Mechatronics. 4(2):12-127, 1992.

[6] Paul Cohen, Michael Greenberg, David Hart and Adele Howe. Real-time problem solving in
the Phoenix environment. COINS Tech.l Report, University of Massachusetts at Amherst,
1990.

[7] J. McLurkin, Stupid Robot Tricks: A Behavior-Based Distributed Algorithm Library for
Programming Swarms of Robots. M.S. diss., Dept. of Electrical Engineering and Computer
Science, Massachusetts Institute of Technology, Cambridge, Mass, 2004.

[8] A. Howard, L. Parker and G. Sukhatme, Experiments with a Large Heterogeneous Mobile,
2006.

[9] J. Cortes, S. Martnez, T. Karatas and F. Bullo, Coverage Control for Mobile Sensing Net-
works. In Proceedings of the IEEE Conference on Robotics and Automation, 1327-1332.
Arlington, VA, 2002.

[10] Felix Duvallet, James Kong, Eugene Marinelli, Kevin Woo, Austin Buchan, Brian Coltin,
Christopher Mar and Bradford Neuman, Developing a Low-Cost Robot Colony, AAAI Fall
Symposium 2007 on Distributed Intelligent Systems, 2007.

[11] F. Heger and S. Singh, Sliding Autonomy for Complex Coordinated Multi-Robot Tasks:
Analysis & Experiments. In Proceedings, Robotics: Systems and Science, Philadelphia, 2006.

[12] T. G. Sugar and V. C. Kumar, Control of Cooperating Mobile Manipulators. In IEEE
Transactions on Robotics and Automation, Vol.18, No.1, 94-103, 2002.

[13] A. Trebi-Ollennu, H. D. Nayar, H. Aghazarian, A. Ganino, P. Pirjanian, B. Kennedy, T.
Huntsberger and P. Schenker, Mars Rover Pair Cooperatively Transporting a Long Payload.
In Proceedings of the IEEE International Conference on Robotics and Automation, 2002.

[14] D. Fox, W. Burgard, H. Kruppa and S. Thrun, A probabilistic approach to collaborative
multi-robot localization. Autonomous Robots 8(3), 2000.

[15] J. Cortes, S. Martnez, T. Karatas and F. Bullo, Coverage Control for Mobile Sensing
Networks. In Proceedings of the IEEE Conference on Robotics and Automation, 1327-1332.
Arlington, VA, 2002.



126 Gastón Lefranc

[16] M. Hundwork, A. Goradia, X. Ning, C. Haffner, C. Klochko and M. Mutka, 2006. Per-
vasive surveillance using a cooperative mobile sensor network. In Proceedings of the IEEE
International Conference on Robotics and Automation.

[17] K. Lerman, A. Martinoli and A Galstyan, A Review of Probabilistic Macroscopic Models
for Swarm Robotic Systems. 2004.

[18] K. Lerman and A. Galstyan, Two paradigms for the design of artificial collectives. In Proc.
of the First Annual workshop on Collectives and Design of Complex Systems, NASA-Ames,
CA, 2002.

[19] A. J. Ijspeert, A. Martinoli, A. Billard and L. M. Gambardella, Collaboration through the
Exploitation of Local Interactions in Autonomous Collective Robotics: The Stick Pulling
Experiment. Autonomous Robots 11(2):149-171, 2001.

[20] C. Anderson, Linking Micro- to Macro-level Behavior in the Aggressor-Defender-Stalker
Game, in Workshop on the Mathematics and Algorithms of Social Insects (MASI-2003),
December, Atlanta, GA, 2003.

[21] A. Martinoli, A. J. Ijspeert and L. M. Gambardella, A probabilistic model for understanding
and comparing collective aggregation mechanisms. pp. 575-584. In D. Floreano, J.-D. Nicoud,
and F. Mondada, editors, LNAI:1674, Springer, New York, NY, 1999.

[22] W. Agassounon, A. Martinoli and K. Easton, Macroscopic Modeling of Aggregation Exper-
iments using Embodied Agents in Teams of Constant and Time-Varying Sizes. Special issue
on Swarm Robotics, M. Dorigo, and E. Sahin, editors, Autonomous Robots, 17(2-3):163-191,
2004.

[23] N. Tinbergen. Social Behavior in Animal. Chapman and Hall Ltd. Great Britain, 1965.

[24] E. Wilson. The Insect Societies. The Belknap Press. Cambridge, 1971.

[25] A. Portmann. Animals as Social Beings. The Viking Press, New York. 1961.

[26] Tamio Arai, Enrico Pagello, Lynne E. Parker. Advances in Multi-Robot Systems. IEEE
Transactions on Robotics and Automation, vol. 18, no. 5, pp. 655-661. October 2002.

[27] B. Yamauchi, “Frontier-based exploration using multiple robots,” in Proc. of the second
International Conference on Autonomous Agents, Minneapolis, MN, USA, pp. 47-53, 1998.

[28] R. Simmons, D. Apfelbaum, W. Burgard, D. Fox, M. Moors and S. Thrun, and H., Y.
(2000), “Coordination for multi-robot exploration and mapping”, In Proc. f the National
Conference on Artificial Intelligence (AAAI).

[29] I. Rekleitis, G. Dudek and E. Milios, Multi-robot exploration of an unknown environment,
efficiently reducing the odometry error. IJCAI Intert. Conference in AI, vol. 2, 1997.

[30] R.M. Zlot, A. Stentz, M.B. Dias and S. Thayer, “Multi-Robot Exploration Controlled By
A Market Economy”, IEEE International Conference on Robotics and Automation, May,
2002.

[31] Michail G. Lagoudakis, Evangelos Markakis, David Kempe, Pinar Keskinocak, Anton Kley-
wegt, Sven Koenig, Craig Tovey, Adam Meyerson and Sonal Jain. Auction-Based Multi-
Robot Routing. 2006.



Towards to Colony of Robots 127

[32] J. Svennebring and S. Koenig. Trail-Laying Robots for Robust Terrain Coverage. In Pro-
ceedings of the International Conference on Robotics and Automation, 2003.

[33] S. Koenig, B. Szymanski and Y. Liu. Efficient and Inefficient Ant Coverage Methods. Annals
of Mathematics and Artificial Intelligence, 31, 41-76, 2001.

[34] R. Simmons and S. Koenig. Probabilistic Robot Navigation in Partially Observable En-
vironments. In Proceedings of the International Joint Conference on Artificial Intelligence,
1080-1087, 1995.

[35] S. Russel and P. Norvig, “Artificial Intelligence, a modern approach”, Prentice Hall, 2nd
ed., 2003.

[36] M. Wooldridge, “An introduction to MultiAgent Systems”, John Wiley and Sons, LTD,
2002

[37] Jeffrey S. Cox and Edmund H. Durfee, An Efficient Algorithm for Multiagent Plan Coor-
dination. AAMAS’05, July 2529, 2005, Utrecht, Netherlands.

[38] Q. Yang, Intelligent Planning. Springer-Verlag, Berlin, 1997.

[39] F. Pecora, R. Rasconi and A. Cesta, Assessing the bias of classical planning strategies
on makespan-optimizing scheduling. In Proceedings of the 16th European Conference on
Artificial Intelligence, pp. 677-681, 2004.

[40] X. Zheng and S. Koenig. Reaction Functions for Task Allocation to Cooperative Agents. In
Proceedings of the International Joint Conference on Autonomous Agents and Multiagent
Systems (AAMAS), 2008.

[41] L. E. Parker, “Current State of the Art in Distributed Autonomous Mobile Robotics”,
in Distributed Autonomous Robotic Systems., L. E. Parker, G. Bekey and J. Barhen eds.,
Springer-Verlag Tokyo, pp. 3-12, 2000.

[42] M. S. Fontan and M. J. Mataric. Territorial multi-robot task division. IEEE Transactions
of Robotics and Automation, 14(5), 1998.

[43] Building Presence through Localization for Hybrid Telematic Systems, Research and task
analysis of telematic planning. Report of Project funded by the European Community under
the IST programme: Future and Emerging Technologies, PELOTE, IST-2001-38873, 2003.

[44] J. Melvin, P. Keskinocak, S. Koenig, C. Tovey and B. Yuksel Ozkaya. Multi-Robot Rout-
ing with Rewards and Disjoint Time Windows. In Proceedings of the IEEE International
Conference on Intelligent Robots and Systems (IROS), 2332-2337, 2007.

[45] Erfu Yang and Dongbing Gu Multiagent Reinforcement Learning for Multi-Robot Systems:
A Survey. Engineering and Physical. 2006.

[46] Ellips Masehian and Davoud Sedighizade, Classic and Heuristic Approaches in Robot Mo-
tion Planning - A Chronological Review. Proceedings of World Academy of Science, Engi-
neering And Technology Volume 23 August 2007.

[47] D.L. McGuinness and J. Wright, Conceptual Modeling for Configuration: A Description
Logic-based Approach. Artificial Intelligence for Engineering Design, Analysis,and Manufac-
turing - special issue on Configuration. 1998.



128 Gastón Lefranc

[48] K. P. Sycara, Multiagent Systems. AI Magazine 19(2): 79-92, 1998.

[49] M. Wooldridge, and N. Jennings, IntelligentAgents: Theory and Practice. Knowledge En-
gineering Review, 10(2): 115-152, 1995.

[50] Gastn Lefranc, Colony of robots: New Challenge, Int. J. of Computers, Communications
and Control, ISSN 1841-9836, E-ISSN 1841-9844, Vol. III (2008), Suppl. Issue ICCCC 2008,
pp. 92-107, 2008.

[51] F. Duvallet, J. Kong, E. Marinelli, K. Woo, A. Buchan, B. Coltin, Ch. Mar and B. Neuman.
Developing a Low-Cost Robot Colony. AAAI Fall Symposium: reagrding “Intelligence” in
Distributed Intel?ligent Systems, 2007.

[52] Ulrich Nehmzow and Keith Walkery, The Behaviour of a Mobile Robot Is Chaotic, AISB
Journal 1(4), c SSAISB, 2003.

[53] W. Sheng, Q. Yang, S. Ci and N. Xi, “Distributed Multi-robot Coordination Algorithm for
Area Exploration and Coverage”, IEEE International Conference on Robotics and Automa-
tion (ICRA) Workshop on The State-of-the-Art of Mobile Robot Area Coverage, 2004.

[54] P. E. Rybski, S. A. Stoeter, M. Gini, D. F. Hougen and N. Papanikolopoulos: “Performance
of a Distributed Robotic System Using Shared Communications Channels”. IEEE Trans. on
Robotics and Automation 22(5), 713(727), 2002.

[55] S. Roumeliotis and G. Bekey, Synergetic localization for groups of mobile robots, In Pro-
ceedings IEEE Conference on Decision and Control, pp. 3477-3482, Australia, 2000.

[56] Roumeliotis, I. Stergios and Ioannis M. Rekleitis, Analysis of Multirobot Localization Un-
certainty Propagation, In Proceedings of IEEE/RSJ International Conference on Intelligent
Robots and Systems, 2003.

[57] R.Vaughan, K. Stoy, G. Sukhatme and M. Mataric, Lost: Localization-space trails for robot
teams, IEEE Transactions on Robotics and Automation, 18(5), 796(812), 2002.

[58] W. David, Payton Intelligent real time control of robotic vehicles Communications of the
ACM 1991.

[59] R. S. Parpinelli, H. S. Lopes and A. A. Freitas,. An ant colony algorithm for classification
rule discovery. In: H. Abbass, R. Sarker and C. Newton, (eds.). Data Mining: a Heuristic
Approach, London: Idea Group Publishing, 191-208, 2002.

[60] Ali Umut Irturk, Distributed Multi-robot Coordination For Area Exploration and Mapping.
University of California Santa Barbara, 2006.

[61] D. C. McFarlane, S. Bussmann: Developments in Holonic Production Planning and Control.

Int. Journal of Production Planning and Control, vol 11, N 6, pp 5522-536, 2000.
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Constructing Multi-dimensional Utility Function
under Different Types of Preferences over the

Fundamental Vector Attributes

Natalia Nikolova, Daniela Toneva, Sevda Ahmed and Kiril Tenekedjiev

Abstract: Consequences in decision problems are often described as multi-

dimensional vectors. The direct construction of a utility function over such con-

sequences is difficult and in most cases impossible. The paper proposes an alterna-

tive solution introducing a generic seven-step procedure for construction of multi-

dimensional utility in the case of mutual utility independence of fundamental vector

attributes, and fuzzy rationality (i.e. when preferences of the decision maker only

partially obey the rationality axioms). Detailed discussion of each step and the tech-

niques used is proposed. A numerical example of a problem where nine-dimensional

consequences are grouped into six fundamental vector attributes is used to illustrate

the application of the algorithm.

Keywords: multi-dimensional consequences, utility function, fuzzy rationality, at-
tributes

1 Introduction

The rational choice between risky alternatives is postulated by the paradigms of utility
theory [29]. It argues that the rational decision maker (DM) should choose the alternative
that best meets her preferences among all other possible alternatives in the problem. Risky
alternatives are presented as lotteries, i.e. a full set of disjoint events, associated with
consequences (prizes) from a set X according a known probability. Since preferences are
measured by the utility function u(.), then rational choice is brought down to calculating
the expected utility of each lottery (i.e. weighing utilities of prizes by their probabilities)
and choosing the lottery with the highest expected utility.

Authors have arrived at different sets of axioms of rational choice between lotteries
[11], which allow to elaborate utility elicitation procedures. They envisage solving a
preferential equation between a lottery and/or a prize during a dialog with the DM. The
ideal DM obeys the rationality axioms and elicits unique point estimates. The real DM
has finite discriminating abilities and elicits an uncertainty interval of estimates. As a
result she partially disobeys some of the rationality assumptions and is referred to as
fuzzy rational DM (FRDM) [18].

Any choice of action within a problem situation is expected to meet the objectives the
DM has imposed, which also predefine the structure of the consequences. In the simplest
case, there is only one objective (e.g. in economic decisions that would be maximization
of profit) measured by a single attribute (e.g. in economic decisions that would be the net
profit), and the preferences of the DM are strictly increasing (monetary prizes are a typical
example of that). If the attribute is continuous then X is a one-dimensional bounded in-
terval of prizes. The utility function may be constructed by interpolation/approximation
on several elicited nodes. Classical elicitation methods are the probability equivalence



130 Natalia Nikolova, Daniela Toneva, Sevda Ahmed and Kiril Tenekedjiev

(PE) [3], certainty equivalence (CE) [1], and lottery equivalence (LE) [15]. Modern tech-
niques are the trade-off (TO) [30], and the uncertain equivalence (UE) [27] methods. The
approximation is applied if there are only few elicited nodes and/or if their uncertainty
intervals are too wide. Here it is important to choose an analytical form depending on
the risk attitude of the DM and the type of prizes [13]. In the case of non-monotonic
preferences, the elicitation techniques can only be applied once the extrema are identified,
and this process is also affected by fuzzy rationality [19].

In more complicated cases, the DM identifies a set of objectives each measured by at
least one attribute. Then prizes are presented as multi-dimensional vectors, whose coordi-
nates (attributes) measure the degree of achievement of the objectives. It is rarely possible
to directly elicit the utility of multi-dimensional prizes. Therefore it is recommended to
combine the attributes into several fundamental vector attributes each containing at least
one attribute (and each attribute should belong to exactly one fundamental vector at-
tribute) [13]. Then the multi-dimensional utility function is represented as a combination
of the fundamental utility functions and their scaling constants (which measure the signif-
icance of each fundamental vector attribute for the preferences of the DM). Independence
conditions ensure that such a representation corresponds to the opinion of the DM. The
recommended approach is to establish mutual utility independence and depending on
whether the sum of the constants equal to one or not construct either an additive or a
multiplicative multi-dimensional utility function. The scaling constants are subjectively
elicited, thus affected by fuzzy rationality. Their interval form requires special techniques
to test whether they sum to one or not. One possible approach is the uniform method,
whose essence and (numerical and simulation) realizations are presented in [16], [25].

This paper describes in detail the steps in the construction of a multi-dimensional util-
ity function of a FRDM over prizes represented as sets of fundamental vector attributes.
These procedures are structured in a generic algorithm. Initial discussion on that prob-
lem is presented in [21]. The latter applies if mutual utility independence is established
between fundamental vector attributes. It takes into account the interconnection between
the preferences of the attributes within a given fundamental vector attribute, and also
the possibility to have different type of preferences over the fundamental vector attributes
(monotonic or non-monotonic). All the steps of the algorithm are illustrated in a numer-
ical example, where the utility function over prizes with nine attributes, grouped into six
mutually utility independent fundamental vector attributes is constructed.

In what follows, section 2 presents the procedures for direct construction of a multi-
dimensional utility function and its disadvantages. Opposed to it is another algorithm of
seven steps that decomposes the multi-dimensional utility function to a set of functions
over fundamental vector attributes of lower dimension. Description of each step of that
algorithm is presented in section 3. Section 4 contains a numerical example that illustrates
the algorithm from section 3.

2 Direct construction of multi-dimensional utility func-

tion

As a result of the multiple objectives that a DM has in a decision problem, consequences
are usually defined as multi-dimensional vectors, whose attributes measure the degree to
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which objectives are met. In other words, multi-dimensional consequences are represented
as d-dimensional vectors with attributes. If the i-th attribute is a random variable Xi

with an arbitrary realization xi, then prizes take the form of d-dimensional vectors −→x =
(x1, x2, . . . , xd) in the set of prizes, which is a subset of the d-dimensional Euclidean space.
The set of all attributes X1, X2, . . . , Xd may be divided into n ∈ 2, 3, . . . , d non-empty
non-overlapping subsets Y1, Y2, . . . , Yn. Each Yj is a system of random variables with an
arbitrary realization −→y j and then prizes in X may be presented as −→x = (−→y 1,

−→y 2, . . . ,
−→y n)

[16]. Theoretically speaking, it is possible to construct the multi-dimensional utility func-
tion u(.), whose domain are all possible multi-dimensional prizes −→x ∈ R

d:

u = u(−→x ) = u(x1, x2, . . . , xd). (1)

An algorithm for that purpose is proposed in [13].

Algorithm 1. Direct construction of a utility function over d-dimensional
prizes

10.Choose −→x best as −→x best % −→x ,−→x ∈ R
d.

20. Choose −→x worst as −→x % −→x worst,
−→x ∈ R

d.
30. Put u(−→x best) = 1 and u(−→x worst) = 0.
40. Choose a set M of t number of d-dimensional vectors, scattered in X, containing−→x best and −→x worst: M = {−→x 1,

−→x 2, . . . ,
−→x n}.

50. Solve t − 2 number of preferential equations < −→x best(ur)
−→x worst >∼ −→x r, r =

1, 2, . . . , t; −→x r 6= −→x best,
−→x r 6= −→x worst.

60. Put u(−→x r) = ur, r = 1, 2, . . . , t;−→x r 6= −→x best,
−→x r 6= −→x worst.

70. Construct u(−→x ) by d-dimensional interpolation/approximation on the elicited util-
ities of the elements in the set M .

Here, −→x best is a consequence, whose attributes are set to their most preferred level,−→x worst is a consequence, whose attributes are set to their least preferred level, whereas−→x r is a consequence whose r-th attribute is set to its most preferred level all other being
set to their worst ones. The sign % stands for the binary relation “at least as preferred
as”, whereas ∼ stands for the binary relation “equally preferred to”, both of which de-
fined over objects. The notation < −→x best(ur)

−→x worst >∼ −→x r stands for a preferential
equation between the lottery < −→x best(ur)

−→x worst > between −→x best and −→x worst with prob-
abilities respectively ur and (1-ur), and the prize −→x r. The DM identifies the value ur

in an iterative procedure, and at the moment of indifference, u(−→x r) = ur. A possible
alternative solution of the task in step 7 is to use multi-dimensional spline [4]. Another
possibility is to formulate an analytical form of the utility function, which includes several
unknown parameters, but also uses prior information for the preferences of the DM. The
unknown parameters may be estimated using the least square method with singular value
decomposition [23].

The authors of the algorithm argue in [13] that it should be used in the last resort,
since it is practically impossible to realize when d > 3. A much better approach is to
decompose (1) to fundamental utility functions over the fundamental vector attributes
Y1, Y2, . . . , Yn:

u(−→x ) = u(−→y 1,
−→y 2, . . . ,

−→y n) = f [uy,1(
−→y 1), uy,2(

−→y 2), . . . , uy,n(−→y n)]. (2)
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Here, f(.) is a real-valued function of n real variables. The adequacy of (2) requires
that certain independence conditions of preferences over the attributes hold − preferential,
utility and additive independence. Preferential independence is most common and the
weakest independence condition. The strongest condition is additive independence, but
also very hard to establish, and thus difficult to use in practice. Most important from a
practical point of view is utility independence.

Let’s divide the set of all fundamental vector attributes {Y1, Y2, . . . , Yn} into two non-
empty non-overlapping subsets Z and Z , where Z is complementary to Z. Since Z and
Z are random vectors (with dimensionality coinciding with the sum of the dimensions
of the consisting fundamental vector attributes), then these along with their realizations
may be analyzed as vector attributes of a given prize: −→x = (−→z ,

−→
z ). Let l

i,
−→
z

be a lottery

with prizes, for which Z =
−→
z . The vector attribute Z is utility independent of Z, if for

all
−→
z ∈ Z the preference order of lotteries, whose prizes involve only changes in the levels

in Z does not depend on the levels at which Z is held fixed:

l
i,
−→
z k

% l
j,
−→
z k

⇒ l
i,
−→
z

% l
j,
−→
z

(3)

If this holds, then Z is called UI (utility independent). The fundamental vector at-
tributes Y1, Y2, . . . , Yn are mutually utility independent if each vector attribute Z defined
on the basis of the fundamental vector attributes Y1, Y2, . . . , Yn is UI [2]. The most pre-
ferred value of the fundamental vector attribute Yj for the DM is (−→y j)best, whereas the
least preferred value is (−→y j)worst.

The mutual utility independence allows to represent the d-dimensional utility function
u(.) as a polynomial of n utility functions uy,j(.) over the fundamental vector attributes
[6]:

u = u(−→x ) = u(−→y 1,
−→y 2, . . . , −→y n) =

=
n∑

j=1

ky,juy,j(
−→y j) + Ky

n−1∑

j=1

n∑

s=j+1

ky,jky,suy,j(
−→y j)uy,s(

−→y s) + (4)

+ K2
y

n−2∑

j=1

n−1∑

s=j+1

n∑

r=s+1

ky,jky,sky,ruy,j(
−→y j)uy,s(

−→y s)uy,r(
−→y r) +

+ · · · + Kn−1
y ky,1ky,2 . . . ky,nuy,1(

−→y 1)uy,2(
−→y 2) . . . uy,n(−→y n).

Here, uy,j(.) are dj-dimensional bounded utility functions defined over all possible val-
ues −→y j of Yj, ky,j ∈ [0; 1] are scaling constants that indicate the relative significance of each
fundamental vector attribute for the preferences of the DM over the multi-dimensional
prizes, and Ky is a general constant that depends on the values of the scaling constants
ky,j. The polynomial form (4) is traditionally called multi-linear [8]. If dj > 1 then
each function uy,j(.) has to be additionally decomposed if there are conditionally util-
ity independent attributes among those it is defined on [5]. Otherwise uy,j(.) has to be
constructed according to algorithm 1. The functions u(.) and uy,j(.) are normalized so
that

uy,j(
−→y j,best) = 1, j = 1, 2, . . . , n, (5)
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uy,j(
−→y j,worst) = 0, j = 1, 2, . . . , n, (6)

u(−→x best) = u(−→y 1,best,
−→y 2,best, . . . ,

−→y n,best) = 1, (7)

u(−→x worst) = u(−→y 1,worst,
−→y 2,worst, . . . ,

−→y n,worst) = 0, (8)

The scaling constants in (4) correspond to the utility of the so called corner conse-
quences −→x j,corner = [(−→y 1)worst, (−→y 2)worst, . . . , (−→y j)best, . . . , (−→y n)worst], whose fundamen-
tal vector attributes are set to their worst levels except for the j-th vector attribute, which
is set to its best level:

ky,j = u[(−→y 1)worst, (−→y 2)worst, . . . , (−→y j)best, . . . , (−→y n)worst)], (9)

1 + Ky =
n∏

j=1

(Ky × ky,j + 1). (10)

2.1 Generic algorithm for the construction of a multi-dimensional
utility

As an alternative to algorithm 1, it is possible to use another sequence of steps, which
could help construct a multi-dimensional utility function of a FRDM.

Algorithm 2. Constructing a multi-dimensional utility function of a FRDM
10. Establish mutual utility independence between the fundamental vector attributes

Y1, Y2, . . . , Yn.
20. Decompose each function uy,j(.) for dj > 1, if there are conditionally utility

independent attributes among those it is constructed on [5].
30 Construct all non-decomposed uy,j(.) for dj > 1 and all multi-dimensional decom-

posed parts of uy,j(.) using Algorithm 1.
40. Construct all one-dimensional utilities and one-dimensional decomposed parts of

uy,j(.):
a)0 in the case of non-monotonic preferences: define the number of local extrema and

divide the one-dimensional set of prizes into sectors with pseudo-unimodal preferences;
elicit the uncertainty interval of the extremum in each sector using the procedures from
[19] depending on the type of preferences; define all sections with strictly monotonic
preferences between the extremum platforms;

b)0 in the case of monotonic preferences, the entire one-dimensional set of prizes is one
section;

c)0 elicit z number of nodes of the local utility function in each section using PE, CE,
LE, UE, etc.; arctg-approximate the utility function following the procedures from [28],
and if it is of poor quality - replace it by linear interpolation;

d)0 in the case of non-monotonic preferences: construct the global by utility function
using the algorithms from [19] several times; in the case of monotonic preferences the
local utility function coincides with the global one.
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50. Elicit the uncertainty intervals of the scaling constants.

60. Use the numerical [25] or the simulation [16] realization of the uniform method to
analyze the sum of the scaling constants and to find their point estimates.

70. Construct the multi-dimensional utility function in a form defined by (4).

What follows is a more detailed description of the techniques and methods necessary
for the execution of each step of Algorithm 2.

10. Establish mutual utility independence between the fundamental vector
attributes

At this step it is necessary to establish mutual utility independence between a set of
fundamental vector attributes according to (3).

20. Decompose the fundamental utility functions

This step is executed provided there are attributes in a fundamental vector attribute
that are conditionally utility independent of the other attributes in this subgroup. At a
later stage that allows to construct the utility function on the decomposed parts, where
prizes are of lower dimension thus easier to work with.

30. Construct the non-decomposed and the multi-dimensional decomposed
utility functions using Algorithm 1

Although it has its limitations, outlined by its authors, algorithm 1 is the only option
to the problem of multi-dimensional utilities when decomposition of the initial multi-
dimensional prizes is not possible, or when decomposition of the prizes still leads to the
identification of multi-dimensional prizes (though of lower dimension than the initial ones)

40. Construct all one-dimensional utilities and one-dimensional decomposed
parts of uy,j(.)

A classical task in decision analysis is to build a utility function over a one-dimensional
set X. The function is constructed in the interval [xworst; xbest], where xbest = sup(X),
xworst = inf(X). The procedures depend on whether preferences of the FRDM are
monotonic or non-monotonic.

The preferences of the FRDM are usually monotonically increasing, i.e.

xi ≻ xj ⇐⇒ xi > xj, xi ∈ X, xj ∈ X. (11)

It is reasonable to elicit only several (z) nodes and construct the utility function
using approximation/interpolation. The utility elicitation techniques solve preferential
equations by changing one parameter until compared options (prizes and/or prizes) be-
come indifferent [7]. Assume that a FRDM has elicited z − 2 inner nodes of u(.) with
coordinates (xul

; ul), l = 2, 3, . . . , z − 1 (xul
and ul are respectively an utility quan-

tile and an utility quantile index). The end nodes are known: (xu1 ; u1) = (xworst; 0),
(xuz

; uz) = (xbest; 1). Methods like PE or LE select several quantiles (l = 2, 3, . . . , z − 1)
and elicit the corresponding ûl. The FRDM elicits uncertainty intervals of the form
ûl ∈ [ûd

l ; ûu
l ](l = 2, 3, . . . , z − 1), where ûd

l and ûu
l are the lower and upper bounds of the

uncertainty interval of ûl. Other methods, like CE or UE select several quantile indices
ul (l = 2, 3, . . . , z − 1) and elicit their corresponding x̂ul

. The FRDM elicits uncertainty
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intervals of the form x̂ul
∈ [x̂d

ul
; x̂u

ul
] (l = 2, 3, . . . , z − 1), where x̂d

ul
and x̂u

ul
are the lower

and upper bound of the uncertainty interval of x̂ul
. Similar considerations apply for the

case of monotonically decreasing preferences.

Once elicited nodes are available, the utility function may be constructed using lin-
ear interpolation or analytical approximation. The method should precisely interpret the
data, and should preserve the risk attitude of the DM [10], modeled by the local risk
aversion function r(x) = −u′′(x)/u′(x) [22]. The work [28] discusses several methods for
analytical approximation of a monotonically increasing 1-D u(.). Analytical approxima-
tion is appropriate if few elicited nodes are available and/or the uncertainty intervals are
too wide. A rich source of analytical forms is [13]. The work [24] proposed the Harring-
ton’s desirability function, whereas [17] introduces an arctg-approximation that applies
over set of monetary gains and loses, and incorporates proper prior information for the
risk attitude. The parameters a (measuring risk sensitivity) and x0 (the inflex point
of the function) of that form are estimated using a weighted least square method, and
the goodness-of-fit is analyzed by a χ2 measure. The advantage of that form over other
analytical forms is justified in [17], [28].

A more complex situation arises when the DM has quasi-unimodal preferences, i.e.
when there is a value xopt with extreme utility (either a minimum or a maximum) within
the interval of prizes [19]. There are two types of quasi-unimodal preferences - hill (with
a maximum extremum) and valley (with a minimum extremum) preferences. Both occur
due to two contradicting factors related to the analyzed variable. Difficulties arise when
the DM has to compare values on both sides of the extreme interval − if a sufficient
difference in utilities exists, the DM would be able to state preference otherwise she would
be indifferent being unable to compare the options. This leads to mutual non-transitivity
of preferences and even a very motivated and rational DM would express fuzzy, rather
than classical rationality. As a result, she would identify an extreme interval rather than
a single value xopt. Since all elicitation techniques need the reference points (the prizes
with extreme utility), identifying the extreme interval is mandatory.

The models of hill and valley utility functions are based on two separate sets of as-
sumptions that refer to the discriminating abilities of the FRDM and the characteristics of
the extreme interval. Two 20-step algorithms are elaborated (one per each type of quasi-
unimodal preferences), which find the extreme interval via a dialog with the FRDM. Both
algorithms combine the golden section search [14] and bisection [23] methods. Golden
section serves to locate the extreme interval, whereas bisection estimates its lower and
upper bounds. As argued in [19] in an algebraic case of one-dimensional optimization,
the Kiefer-Johnson method [9] is probably the best, followed by golden section search and
bisection. If preferential equations are solved, then the number of comparisons is what
matters. That is why the Kiefer-Johnson approach is inapplicable, whereas bisection is
more effective than golden section search in terms of reduction of the interval after each
comparison. However it requires comparison of close prizes that is likely to generate bi-
ased estimates. That is why although less effective, the golden section search is more
appropriate as it generates less biased results. After the extreme interval is identified, the
next step is to construct local utility functions in the sections with monotonic preferences
(the sections on each side of the extremum) using the techniques discussed earlier in this
section. Finally, it is possible to construct the global utility function over the entire set
of prizes by rescaling the local functions. Two other algorithms are proposed for that



136 Natalia Nikolova, Daniela Toneva, Sevda Ahmed and Kiril Tenekedjiev

purpose in [19]. The discussion and algorithms in that work focus on the case when there
is a single extremum within the prize interval. It is though possible that the DM may
identify several extrema of each type. Then the elaborated algorithms would have to be
applied several times first to elicit all extreme intervals, then construct the monotonic
utilities in the resulting sections, and rescale them. The latter would require eliciting
the global utilities of the extreme prizes that are different from the best and the worst
ones and rescale each monotonic function accordingly, for example presuming that linear
dependence should exist between the initial and the rescaled utilities.

50. Elicit the uncertainty intervals of the scaling constants
Scaling constants are defined by (9) and are the utilities of the corner consequences.

The work [16] suggests that a scaling constant should be elicited by solving the preferential
equation < 0.5, −→x j,corner; 0.5, −→x worst > ∼ < −→x best(p)−→x worst >. Here, < −→x best(p)−→x worst >
is a reference lottery that gives −→x best and −→x worst with probabilities p and (1−p), whereas
< 0.5,−→x j,corner; 0.5,

−→x worst > is a simple ordinary lottery that gives −→x j,corner and −→x worst

with equal chances. The reference lottery may be visualized as an urn of N balls, of which
M = p×N are white, and the rest are black. The prizes −→x best or −→x worst may be received
if a white or a black ball is drawn from the urn. Then < −→x best(p)−→x worst > transforms into
< −→x best(M/N)−→x worst >. As the DM is only fuzzy rational, she should identify the greatest
M = M̂down, such that < 0.5,−→x j,corner; 0.5,

−→x worst >≻< −→x best(M̂down/N)−→x worst >, and

the smallest M = M̂up, such that < −→x best(M̂up/N)−→x worst >≻< 0.5,−→x j,corner; 0.5,
−→x worst >

(≻ stands for the binary relation “strict preference”). Then M∗ ∈ (M̂down; M̂up), and

ky,j ∈ (2 × M̂down/N ; 2 × M̂up/N), which is the uncertainty interval of ky,j. The latter
may be elicited using triple bisection [26]. That is why the opinion of the DM regarding
the scaling constant ky,j takes the form

ky,j ∈ [k̂d
y,j; k̂u

y,j], forj = 1, 2, . . . , n. (12)

The interval in (12) is closed to include the cases when constants are known.

60. Use the uniform method to analyze the scaling constants sum
It is possible to know for sure the values of some constants, but practically speaking,

those are always assessed subjectively as uncertainty intervals, as demonstrated earlier.
Then a question arises of how to find the sum of the constants, which cannot be answered
in a straightforward way before point estimates were identified. Let the constants be re-
numbered in descending order of the length of their uncertainty intervals. The following
conditions hold:

ky,j ∈ [kd
y,j; ku

y,j], forj = 1, 2, . . . , n,

ku
y,j − kd

y,j ≥ ku
y,j+1 − kd

y,j+1, forj = 1, 2, . . . , n − 1,

0 < kd
y,j < ku

y,j < 1, forj = 1, 2, . . . , m, (13)

kd
y,j = ku

y,j, forj = m + 1, m + 2, . . . , n.

0 ≤ m ≤ n.

The construction of the utility function over the multi-dimensional consequences with
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n number of fundamental vector attributes requires to find whether ky,1+ky,2+· · ·+ky,n =

1, and then find point estimates of the constants k̂y,j, for j = 1, 2, . . . , n.

The uniform method has been proposed to solve the scaling constants’ problem [16],
[25]. Assume that an =

∑n
j=1 kd

y,j, bn =
∑n

j=1 ku
y,j, yn =

∑n
j=1 ky,j, (j = 1, 2, . . . , n),

s = an+bn

2
and that each unknown constant is uniformly distributed in its uncertainty

interval and has a density

fky,j
(ky,j) =





0 for ky,j < kd
y,j

1
ku

y,j−kd
y,j

for kd
y,j ≤ ky,j ≤ ku

y,j for j = 1, 2, . . . , m;

0 for ku
y,j < ky,j

(14)

If m > 0, an < 1, bn > 1, then it is necessary to find the distribution law of the random
variable yn.

An analytical procedure to construct the density fyn
(.) of the sum of scaling constants

is elaborated in [25], as well as its numerical approximation. A Monte-Carlo based simu-
lation approximation is presented in [16], which finds the distribution law in the form of
a cumulative distribution function F n

yn
(.).

The sum of the scaling constants depends on the sum of their lower and upper bounds,
and cannot be deduced if an < 1, bn > 1. For that non-trivial case, the work [16] proposes
to use a two-tail statistical test with a null hypothesis ”the sum of the scaling constants
equals to one” (H0 : yn = 1) and alternative hypothesis ”the sum of the scaling constants
is not equal to one” (H1 : yn 6= 1). At a level of significance α and calculated probability
pvalue to reject H0 that is true (i.e. the type I error of the test), H0 is rejected and H1 is
accepted if pvalue ≤ α, or H0 fails to be rejected if pvalue > α, as suggested in [12]. It is
necessary to assess pvalue. An appendix in [16] proves an analytical dependence of pvalue

and the density fyn
(.):

p̂value =

{
2
∫ 1

an
f̂yn

(y)dy if s > 1;

2 − 2
∫ 1

an
f̂yn

(y)dy if s ≤ 1.
(15)

which is numerically approximated in [25], whereas a simulation approximation in [16]
proves that

p̂value =

{
2F̂ n

yn
(1) if s > 0.5;

2 − 2F̂ n
yn

(1) if s ≤ 0.5.
(16)

Point estimates of the constants are defined depending on the result of the test, ac-
cording to the dependence given below, where β = (bn − 1)/(bn − an):

k̂y,j =

{
βkd

y,j + (1 − β)ku
y,j if H0 fails to be rejected;

(kd
y,j+ku

y,j)

2
if H1 is accepted.

(17)

The sum of ky,j defines the form of the utility function, as follows:

u(−→x ) =

{ ∑n
i=1 ky,juy,j(

−→y j) if
∑n

j=1 ky,j = 1;
1

Ky
× ∏n

j=1[Kyky,juy,j(
−→y j) + 1] − 1 if

∑n
j=1 ky,j 6= 1.

(18)
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3 Numerical example

Let’s consider a numerical example, which demonstrates the application of the procedures
discussed in the previous sections. A decision problem requires to rank alternatives, whose
consequences are multi-dimensional vectors with d = 9 attributes −→x = (x1, x2, . . . , x9).
It is necessary to construct the utility function over the multi-dimensional consequences
following Algorithm 2. For the purpose of the utility analysis, the FRDM has established
mutual utility independence between n = 6 groups of fundamental vector attributes:−→y 1 = (x1, x2, x3),

−→y 2 = (x4, x5),
−→y 3 = (x6),

−→y 4 = (x7),
−→y 5 = (x8),

−→y 6 = (x9).

4 Constructing the fundamental utility function uy,1(~y1)

The fundamental vector attribute −→y 1 consists of three attributes − x1, x2, x3. The at-
tribute x1 is a continuous random variable in the interval [1; 7], x2 is a continuous random
variable in the interval [30; 110], whereas x3 is a continuous random variable in the in-
terval [6; 20]. Four values for each attribute are investigated, as follows: x1,1 = 1, x1,2 =
3, x1,3 = 5, x1,4 = 7, x2,1 = 30, x2,2 = 60, x2,3 = 90, x2,4 = 110, x3,1 = 6, x3,2 = 12, x3,3 = 18,
and x3,4 = 20. A total of 64 values of uy,1(

−→y 1) one per each possible combination of x1, x2,
and x3 are elicited. The results (point estimates) are given in Table 1. The corresponding
utility functions are also depicted on Fig. 1. All other utility values of uy,1(

−→y 1), other
than the investigated ones, may be found using 3-D linear interpolation using the data
from Table 1.

Table 1: Utility values of uy,1(~y1) for 64 combinations of x1, x2, and x3

Utility at x3,1 = 6 Utility at x3,2 = 12

x2,1 x2,2 x2,3 x2,4 x2,1 x2,2 x2,3 x2,4

x1,1 0 0.10 0.30 0.21 x1,1 0.15 0.22 0.40 0.18
x1,2 0.10 0.20 0.42 0.18 x1,2 0.18 0.48 0.50 0.23
x1,3 0.28 0.40 0.68 0.23 x1,3 0.20 0.41 0.45 0.27
x1,4 0.15 0.23 0.35 0.18 x1,4 0.17 0.35 0.37 0.30

Utility at x3,3 = 18 Utility at x3,4 = 20
x2,1 x2,2 x2,3 x2,4 x2,1 x2,2 x2,3 x2,4

x1,1 0.58 0.60 0.62 0.57 x1,1 0.40 0.48 0.51 0.46
x1,2 0.63 0.88 0.90 0.68 x1,2 0.45 0.42 0.60 0.55
x1,3 0.67 0.96 1.00 0.70 x1,3 0.55 0.46 0.68 0.60
x1,4 0.58 0.89 0.91 0.59 x1,4 0.52 0.59 0.61 0.58

4.1 Constructing the fundamental utility function uy,2(~y2)

The fundamental vector attribute −→y 2 consists of two attributes − x4 and x5. The utility
of the first attribute is not dependent on the values of x5, whereas the opposite is not true.
That is why, uy,2(

−→y 2) = u4(x4) × u5(x5|x4). Thus it is necessary to construct u4(x4), as
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Figure 1: Visualization of the three-dimensional utility function over x1 and x2 at the
four analyzed value of x3

well as u5(x5|x4) at several values of x4, and then interpolate on the resulting functions
in order to assess uy,2(

−→y 2).
The attribute x4 is a continuous random variable in the interval [−2; 12]. The prefer-

ences of the FRDM over the values of x4 are independent on the values of x5 and are strictly
increasing. It is necessary to construct the one-dimensional utility function in that inter-
val. LE is used to elicit 3 inner quantile indices of the quantiles x4,u2 = 1, x4,u3 = 5, x4,u4 =
9. The acquired results are: û4,2 ∈ [ûd

4,2; û
u
4,2] ≡ [0.06; 0.12], û4,3 ∈ [ûd

4,3; û
u
4,3] ≡ [0.35; 0.47],

û4,4 ∈ [ûd
4,4; û

u
4,4] ≡ [0.73; 0.82]. The optimal parameters of the arctg-approximated utility

function, calculated using that data are: aopt = 0.1988, x0,opt = 6.8669, χ2 = 0.1442. The
resulting utility function is depicted on Fig. 2a. The utilities of the values of x4 in the
interval [−2; 12], other than the investigated ones may be found using linear interpolation
on the elicited nodes taking into account the direction of increase of the function.

The attribute x5 is a continuous random variable in the interval [−5; 35]. The prefer-
ences of the FRDM over the values of x5 are dependent on the values of x4 and again are
strictly increasing. Thus it is necessary to construct five utility functions of x5 one per
each investigated value of x4(x4,u1 = −2, x4,u2 = 1, x4,u3 = 5, x4,u4 = 9, x4,u5 = 12). LE is
used to elicit 3 inner quantile indices of the quantiles x5,u2 = 1, x5,u3 = 5, x5,u4 = 9 from
each of the five functions. The elicitation results, as well as the optimal parameters of
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the arctg-approximated utility functions are summarized in Table 2. The resulting utility
functions are depicted on Fig. 2b - 2f.

Table 2: Elicited nodes and parameters of the arctg-approximated utility functions
u5(x5|x4) at five possible values of x5. The bolded values are those not elicited

x5 aopt x0,opt χ2
opt

−5 5 15 25 35
lower bound 0 0.05 0.12 0.35 1

u5(x5|x4,u1 = −2)
upper bound 0 0.11 0.25 0.46 1

64.4018 47.1146 0.0218

lower bound 0 0.07 0.16 0.75 1
u5(x5|x4,u2 = 1)

upper bound 0 0.13 0.29 0.85 1
0.1421 20.1046 0.4783

lower bound 0 0.30 0.79 0.88 1
u5(x5|x4,u3 = 5)

upper bound 0 0.38 0.90 0.95 1
0.1488 6.5533 0.3347

lower bound 0 0.40 0.88 0.92 1
u5(x5|x4,u4 = 9)

upper bound 0 0.48 0.97 0.98 1
0.2611 5.1572 0.2260

lower bound 0 0.73 0.86 0.92 1
u5(x5|x4,u5 = 12)

upper bound 0 0.82 0.98 0.99 1
98.5003 −9.3281 0.0429

The utility of any arbitrary combination of x5 and x4, other than the investigated ones,
can be found using bilinear interpolation [23]. For that purpose, a matrix of utilities at the
investigated values of x5 and x4 is created (see Table 3). The quantities in it are generated
from the corresponding arctg-approximated utility functions constructed earlier (see Table
2) using the original MATLAB program function universal utility, which finds the utility
values that correspond to given prizes using the universal increasing arctg-utility function.

Table 3: Matrix for bilinear interpolation of u5(x5|x4)

x4

x5 -2 1 5 9 12
-5 0 0 0 0 0
5 0.0719 0.0671 0.3428 0.4406 0.7734
15 0.1886 0.2761 0.8153 0.9083 0.9110
25 0.4109 0.7850 0.9507 0.9762 0.9684
35 1 1 1 1 1

4.2 Constructing the fundamental utility function uy,3(~y3)

The fundamental vector attribute −→y 3 consists of the attribute x6, which is a continu-
ous random variable in the interval [1000; 7000]. Therefore, uy,3(

−→y 3) ≡ u6(x6). The
preferences of the FRDM are strictly increasing over the values of x6. It is necessary to
construct the one-dimensional utility function in that interval. LE is used to elicit 5 inner
quantile indices of the quantiles x6,u2 = 2000, x6,u3 = 3000, x6,u4 = 4000, x6,u5 = 5000,
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Figure 2: Graphics of the utility function u4(x4), and the utility functions u5(x5|x4) one
per each analyzed value of x4

and x6,u6 = 6000. The acquired results are: û6,2 ∈ [ûd
6,2; û

u
6,2] ≡ [0.03; 0.08], û6,3 ∈

[ûd
6,3; û

u
6,3] ≡ [0.18; 0.25], û6,4 ∈ [ûd

6,4; û
u
6,4] ≡ [0.38; 0.50], û6,5 ∈ [ûd

6,5; û
u
6,5] ≡ [0.70; 0.79],

û6,6 ∈ [ûd
6,6; û

u
6,6] ≡ [0.83; 0.89]. The optimal parameters of the arctg-approximated utility

function, calculated using that data are: aopt = 6.1275e − 4, x0,opt=4095.8, χ2=0.2557.
The resulting utility function is depicted on fig. 3. The utilities of the values of x6 in
the interval [1000; 7000], other than the investigated ones may be found using linear
interpolation on the elicited nodes taking into account the direction of increase of the
function.

4.3 Constructing the fundamental utility function uy,4(~y4)

The fundamental vector attribute −→y 4 consists of the attribute x7, which is a continuous
random variable in the interval [0; 9000]. Therefore, uy,4(

−→y 4) ≡ u7(x7). The preferences of
the FRDM are strictly decreasing over the values of x7. It is necessary to construct the one-
dimensional utility function in that interval. LE is used to elicit 5 inner quantile indices of
the quantiles x7,u2 = 1500, x7,u3 = 3000, x7,u4 = 4500, x7,u5 = 6000, and x7,u6 = 7500. The
acquired results are: û7,2 ∈ [ûd

7,2; û
u
7,2] ≡ [0.94; 0.98], û7,3 ∈ [ûd

7,3; û
u
7,3] ≡ [0.75; 0.85], û7,4 ∈

[ûd
7,4; û

u
7,4] ≡ [0.45; 0.58], û7,5 ∈ [ûd

7,5; û
u
7,5] ≡ [0.14; 0.25], û7,6 ∈ [ûd

7,6; û
u
7,6] ≡ [0.05; 0.12].

The optimal parameters of the arctg-approximated utility function, calculated using that
data are: aopt = 7.1343e − 4, x0,opt=4413, χ2=0.4232. The resulting utility function is
depicted on fig. 4. The utilities of the values of x7 in the interval [0; 9000], other than
the investigated ones may be found using linear interpolation on the elicited nodes taking
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Figure 3: Arctg-approximated utility function over the values of x6 in the interval [1000;
7000]

into account the direction of increase of the function.
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Figure 4: Arctg-approximated utility function over the values of x7 in the interval [0;
9000]

4.4 Constructing the fundamental utility function uy,5(~y5)

The fundamental vector attribute −→y 5 consists of the attribute x8, which is a continuous
random variable in the interval [60; 130]. Therefore, uy,5(

−→y 5) = u8(x8), and x8,min = 60,
x8,max = 130. The FRDM has hill preferences over the values of x8. Following the
algorithms from [19], the FRDM has elicited that the uncertainty interval of the extremum
is x̂8,opt ∈ [x̂8,optmin; x̂8,optmax] ≡ [82; 88]. This divides the interval of x8 into two sections
with monotonic preferences from 60 to 82, and from 88 to 130.

The monotonically increasing utility function u8,l(.) is arctg-approximated in the in-
terval [60; 82]. UE is used to elicit 3 inner quantiles with quantile indices u8,l2 =
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0.25, u8,l3 = 0.5, u8,l4 = 0.75. The acquired results are: x̂8,l2 ∈ [x̂d
8,l2

; x̂u
8,l2

] ≡ [64; 68],

x̂8,l3 ∈ [x̂d
8,l3

; x̂u
8,l3

] ≡ [70; 75], x̂8,l4 ∈ [x̂d
8,l4

; x̂u
8,l4

] ≡ [74; 78]. The optimal parameters of
the arctg-approximated utility function, calculated using that data are: aopt = 0.0155,
x0,opt = 94.2599, χ2 = 0.0839.

The monotonically decreasing utility function u8,r(.) is arctg-approximated in the in-
terval [88; 130]. LE is used to elicit 3 inner quantile indices of the quantiles u8,r2 = 0.75,
u8,r3 = 0.5, u8,r4 = 0.25. The acquired results are: x̂8,r2 ∈ [x̂d

8,r2
; x̂u

8,r2
] ≡ [96; 100],

x̂8,r3 ∈ [x̂d
8,r3

; x̂u
8,r3

] ≡ [99; 108], x̂8,r4 ∈ [x̂d
8,r4

; x̂u
8,r4

] ≡ [108; 114]. The optimal parameters
of the arctg-approximated utility function, calculated using that data are: aopt=0.0932,
x0,opt=102.4850, χ2=0.0026.

According to the FRDM, 60 ≻ 130, i.e. the global worst prize in the interval [60; 130]
is identified as x8,worst = x8,max (u(x8,max) = u8,max = 0). The global utility of x8,min is
elicited using LE, and the result is u(x8,min) = û8,min ∈ [ûd

8,min; ûu
8,min] ≡ [0.27; 0.37] with

a point estimate û8,min = 0.32.
These results imply that it is necessary to rescale the utility function u8,l(.) following

the ideas from [20]. The utilities u8,lq(.)(q = 1, 2, . . . , 5) can be rescaled as follows:

uresc
8,lq

∈ [ud,resc
8,lq

; uu,resc
8,lq

], where ud,resc
8,lq

= u8,lq × (1 − ud
8,max) + ud

8,max, uu,resc
8,lq

= u8,lq × (1 −
uu

8,max) + ud
8,max.

The results from the rescaling are presented in Table 4. Figure 5 depicts the resulting
utility function over the entire set of prizes [60; 130], along with the initial uncertainty
intervals on the values of x8 and the rescaled uncertainty intervals on u.

Table 4: Initial and rescaled utility values of the utility functions u8,l(.). The bolded
values are the reference points in the rescaling of the function

q u8,lq ud,resc
8,lq

uu,resc
8,lq

ûresc
8,lq

1 0 0.27 0.27 0.32
2 0.25 0.4525 0.5275 0.49
3 0.5 0.6350 0.6850 0.66
4 0.75 0.8175 0.8425 0.83
5 1 1 1 1

4.5 Constructing the fundamental utility function uy,6(~y6)

The fundamental vector attribute −→y 6 consists of the attribute x9, which is a continuous
random variable in the interval [60; 240]. Therefore, uy,6(

−→y 6) ≡ u9(x9), and x9,min=60,
x9,max=240. The FRDM has quasi-multi-modal preferences over the values of x9, since
there is a maximum and a minimum extremum within the prize interval. With the
help of the algorithms from [19], the FRDM has elicited that the uncertainty interval
of the maximum (hill) extremum is x̂hill

9,opt ∈ [x̂hill
9,optmin; x̂hill

9,optmax] ≡ [120; 130], whereas the

uncertainty interval of the minimum (valley) extremum is x̂valley
9,opt ∈ [x̂valley

9,optmin; x̂valley
9,optmax] ≡

[185; 210]. This divides the interval of x9 into three sections with monotonic preferences
− from 60 to 120, from 130 to 185, and from 210 to 240.

The monotonically increasing utility function u9,1(.) is arctg-approximated in the in-
terval [60; 120]. UE is applied to elicit 3 inner quantiles with quantile indices u9,12=0.25,
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Figure 5: Hill utility function over the values of x8 in the interval [60; 130], along with
the initial and the rescaled uncertainty intervals

u9,13=0.5, and u9,14=0.75. The acquired results are: x̂9,12 ∈ [x̂d
9,12

; x̂u
9,12

] ≡ [77; 85], x̂9,13 ∈
[x̂d

9,13
; x̂u

9,13
] ≡ [90; 102], x̂9,14 ∈ [x̂d

9,14
; x̂u

9,14
] ≡ [104; 112]. The optimal parameters of

the arctg-approximated utility function, calculated using that data are: aopt=0.0223,
x0,opt=110.5663, χ2 = 5.0665e − 4.

The monotonically decreasing utility function u9,2(.) is arctg-approximated in the in-
terval [130; 185]. UE is applied to elicit 3 inner quantiles with quantile indices u9,22=0.75,
u9,23=0.5, and u9,24=0.25. The acquired results are: x̂9,22 ∈ [x̂d

9,22
; x̂u

9,22
] ≡ [142; 148], x̂9,23 ∈

[x̂d
9,23

; x̂u
9,23

] ≡ [9148; 156], x̂9,24 ∈ [x̂d
9,24

; x̂u
9,24

] ≡ [159; 165]. The optimal parameters of
the arctg-approximated utility function, calculated using that data are: aopt=0.0715,
x0,opt=151.5196, χ2 = 1.3123e − 2.

The monotonically increasing utility function u9,3(.) is arctg-approximated in the in-
terval [210; 240]. UE is applied to elicit 3 inner quantiles with quantile indices u9,32=0.25,
u9,33=0.5, and u9,34=0.75. The acquired results are: x̂9,32 ∈ [x̂d

9,32
; x̂u

9,32
] ≡ [220; 226], x̂9,33 ∈

[x̂d
9,33

; x̂u
9,33

] ≡ [226; 236], x̂9,34 ∈ [x̂d
9,34

; x̂u
9,34

] ≡ [231; 239]. The optimal parameters of
the arctg-approximated utility function, calculated using that data are: aopt=0.0713,
x0,opt=235.9721, χ2 = 1.0565e − 2.

According to the FRDM, the global worst prize in the interval [60; 240] is iden-
tified as x9,worst = x9,min (u(x9,min) = u9,min = 0), whereas the global best prize is
x9,best = xhill

9,opt (u(xhill
9,opt) = uhill

9,opt = 1) (this utility applies to all values of x9 in the interval

[xhill
9,optmin; xhill

9,optmax]). The global utility of xvalley
opt is elicited using LE, and the result is

u(xvalley
9,opt ) = ûvalley

9,opt ∈ [ûd,valley
9,opt ; ûu,valley

9,opt ] ≡ [0.15; 0.25] with a point estimate ûvalley
9,opt = 0.20

(this utility applies to all values of x9 in the interval [x̂valley
9,optmin; x̂valley

9,optmax]). The global util-

ity of x9,max is elicited using LE, and the result is u(x9,max) = û9,max ∈ [ûd
9,max; û

u
9,max] ≡

[0.67; 0.73] with a point estimate û9,max=0.70.
These results imply that it is necessary to rescale the utility functions u9,2(.) and

u9,3(.) following the ideas from [20]. The utilities u9,2l
(l = 1, 2, . . . , 5) can be rescaled

as follows: uresc
9,2l

∈ [ud,resc
9,2l

; uu,resc
9,2l

], where ud,resc
9,2l

= u9,2l
× (ûhill

9,opt − ûd,valley
9,opt ) + ûd,valley

9,opt ,
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uu,resc
9,2l

= u9,2l
×(ûhill

9,opt−ûu,valley
9,opt )+ûu,valley

9,opt . The utilities u9,3l
(l = 1, 2, . . . , 5) can be rescaled

as follows: uresc
9,3l

∈ [ud,resc
9,3l

; uu,resc
9,3l

], where ud,resc
9,3l

= u9,3l
× (ûd

9,max − ûd,valley
9,opt ) + ûd,valley

9,opt ,

uu,resc
9,3l

= u9,3l
× (ûu

9,max − ûu,valley
9,opt ) + ûu

9,max.
The results from the rescaling are presented in Table 5. Figure 6 depicts the resulting

utility function over the entire set of prizes [60; 240], along with the initial uncertainty
intervals on the values of x9 and the rescaled uncertainty intervals on u.

Table 5: Initial and rescaled utility values of the utility functions u9,2(.) and u9,3(.). The
bolded values are the reference points in the rescaling of the function

l u9,2l
ud,resc

9,2l
uu,resc

9,2l
uresc

9,2l
u9,3l

ud,resc
9,3l

uu,resc
9,3l

uresc
9,3l

1 1 1 1 1 0 0.15 0.25 0.2
2 0.75 0.7875 0.8125 0.8 0.25 0.28 0.37 0.325
3 0.5 0.5750 0.6250 0.6 0.5 0.41 0.49 0.45
4 0.25 0.3625 0.4375 0.4 0.75 0.54 0.61 0.575
5 0 0.15 0.25 0.2 1 0.67 0.73 0.7
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Figure 6: Graphics of the utility function over the entire set of values of x9. The horizon-
tal dotted lines indicate the elicited uncertainty intervals used to arctg-approximate the
utility in the sections with monotonic preferences. The vertical solid lines indicate the
uncertainty interval of the rescaled utilities

4.6 Eliciting the scaling constants and finding the form of the
multi-dimensional utility function

Following (9) and the information from the previous subsections, it is possible to de-
fine six corner consequences as follows: −→x 1,corner = [5, 90, 18,−2,−5, 1000, 9000, 130, 60],−→x 2,corner = [1, 30, 6, 12, 35, 1000, 9000, 130, 60], −→x 3,corner = [1, 30, 6,−2,−5, 7000, 9000, 130, 60],
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−→x 4,corner = [1, 30, 6,−2,−5, 1000, 0, 130, 60], −→x 5,corner = [1, 30, 6,−2,−5, 1000, 9000, 82, 60],−→x 6,corner = [1, 30, 6,−2,−5, 1000, 9000, 130, 120].
Using the algorithm from [17], the FRDM has elicited the uncertainty intervals of

the corresponding scaling constants as follows ; k̂y,1 ∈ [k̂d
y,1; k̂

u
y,1] ≡ [0.28; 0.31], k̂y,2 ∈

[k̂d
y,2; k̂

u
y,2] ≡ [0.20; 0.27], k̂y,3 ∈ [k̂d

y,3; k̂
u
y,3] ≡ [0.17; 0.22], k̂y,4 ∈ [k̂d

y,4; k̂
u
y,4] ≡ [0.14; 0.20],

k̂y,5 ∈ [k̂d
y,5; k̂

u
y,5] ≡ [0.07; 0.15], k̂y,6 ∈ [k̂d

y,6; k̂
u
y,6] ≡ [0.05; 0.12]. It is necessary to construct

the utility functions of the FRDM at a significance level of α = 0.05. For the elicited
data, m = n = 6 > 0, a6 = 0.91 < 1, b6 = 1.27 > 1, i.e. it is a non-trivial case. Using
the simulation realization of the uniform method [17] at N = 5000, it was calculated
that p̂value ≈ 0.0425. Then H0 (stating that the sum of the constants equals to one) is
rejected and H1 is accepted (stating that the sum of the constants is not equal to one)
since p̂value ≈ 0.0425 < 0.05 = α. Then the estimates of the scaling constants are simply
the midpoints of their uncertainty intervals: k̂y,1 = (k̂d

y,1 + k̂u
y,1)/2 = 0.295, and similarly

k̂y,2 = 0.235, k̂y,3 = 0.195, k̂y,4 = 0.17, k̂y,5 = 0.11, k̂y,6 = 0.085. The value of the general
constant Ky = −0.1961. Finally, the multi-dimensional utility function is multiplicative:

u(−→x ) =
1

Ky

n∏

j=1

[Kyky,juy,j(
−→y j) + 1] − 1

Ky

=

=
1

−0.1961
× [1 − 0.0578uy,1(

−→y 1)] × [1 − 0.0461uy,2(
−→y 2)] ×

× [1 − 0.0382uy,3(
−→y 3)] × [1 − 0.0333uy,4(

−→y 4)] ×
× [1 − 0.0216uy,5(

−→y 5)] × [1 − 0.0167uy,6(
−→y 6)] +

1

0.1961
.

5 Summary and Conclusions

The discussion in the paper clearly demonstrated that constructing multi-dimensional util-
ity functions is among the most difficult tasks in decision analysis. The formal setup of
that task was given and the algorithm for direct construction of a multi-dimensional utility
was presented. Following the arguments from [13] it was commented that this algorithm
has no practical application in cases with more than three attributes. Therefore another
seven-step algorithm was elaborated, which requires decomposing multi-dimensional con-
sequences into mutually utility independent fundamental vector attributes. Then the
multi-dimensional function is a combination of the utility functions over the vector at-
tributes and their scaling constants. The algorithm took into account the fuzzy rationality
of the real DM and the resulting interval estimates. It also accounted for the different type
of preferences that may exist over the fundamental vector attributes. For that reason, the
algorithm incorporated different utility elicitation techniques, procedures for elicitation of
extrema of non-monotonic utility functions, approximation techniques, as well as methods
for identification of the sum of the scaling constants (namely the uniform method), the
latter indicating the final form (additive or multiplicative) of the multi-dimensional utility
function. The presented numerical example well demonstrated all steps of the algorithm.
Although the procedure is rather time consuming and complex, it is the only alterna-
tive to the analyzed problem, which allows generating adequate and consistent results.
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Other practical examples should also be identified, which would allow to further verify
the proposed algorithm.
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Real Sets as Consistent Boolean Generalization of
Classical Sets

Dragan G. Radojevic

Abstract: Consistent Boolean generalization of classical (two-valued) set theory

into a real-valued theory of sets means preservation of all of its value indifferent -

algebraic characteristics: Boolean axioms and theorems. Fuzzy set theories as the

conventional generalizations of classical set theory are not in Boolean frame and/or

they are not consistent Boolean generalization of classical set theory. Since theory

of classical sets is based on the celebrated two-valued realization of Boolean algebra

(BA) it follows that their Boolean consistent real-valued generalization should be

based on a real-valued realization of BA. Interpolative Boolean algebra (IBA) is a

real-valued ([0, 1]-valued) realization of finite or atomic BA. The real-valued realiza-

tion of atomic or finite BA is adequate for any real problem since gradation offers

superior expressiveness in comparison to the black-white outlook. To every element

of BA in IBA uniquely corresponds a generalized Boolean polynomial (GBP). GBP

is a figure on a value level corresponding to a disjunctive canonical form from alge-

braic level. A disjunctive canonical form of analyzed element of BA is a disjunction

(union, join) of relevant atoms and its GBP is a sum of atomic Boolean polynomial

of these atoms. Which atoms are relevant for analyzed element of BA is determined

by its structure function (containment). To structures there applies the algebraic

principle of structure functionality: the structure of a combined element of BA can

be calculated on the basis of structures of its components. The celebrated and

very well known truth functionality principle is only a figure of structure function-

ality principle on a value level valid in and only in two-valued realization and/or

truth functionality principle is not an algebraic principle. As a consequence truth

functionality principle cannot be a base for consistent MV and real-valued gener-

alization theories based on BA. GBP has the ability to process values of primary

variables from real unit interval [0, 1] so as to preserve all algebraic characteristics

on value level. In this paper is given the theory of real sets (R-sets) based on IBA.

Elements of IBA are proper properties which generate corresponding sets on the

analyzed universe of discourse. GBP of analyzed property is a membership function

of corresponding R-sets. R-sets are generalized sets, as fuzzy sets, but in Boolean

frame.

Keywords: Boolean algebra, Interpolative realization of Boolean algebra - IBA,
Structure of Boolean algebra element, Principle of structural functionality, Generalized
Boolean polynomial - GBP, Generalized product, Fuzzy sets, Real sets - R-sets.

1 Introduction

Classical mathematical theories in the Boolean frame [1] - the theory of sets, mathematical
logic, theory of relations, probability, etc., are based on a black-white outlook. The black-
white or two-valued outlook is inadequate for treating impreciseness inherent to many real
problems (cognition as natural or artificial information processing systems for: perception,
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learning, reasoning, decision-making, communication and action; natural languages; quant
physics phenomena etc.). This was a motive for the mathematical treatment of gradations
and/or for developing real-valued theories: fuzzy sets [2], fuzzy logic [3, 4], fuzzy relations,
etc. Another very important motive for treating gradations is reducing the complexity
immanent to the mathematical analysis of real problems by classical approaches. For
example: two elements of the analyzed universe of discourses can be discerned by the
chosen property in the black-white or two-valued approaches, only if one has and the other
hasn’t this property. As a consequence, the number of necessary properties (complexity
of problem) increases with the increasing number of elements which should be discerned
between them. The complexity of this problem can be drastically reduced by introducing
gradation since it is possible to discern elements by the same property on the basis of its
realized intensities.

Classical set theory (as classical logic, classical theory of relation generally) is in the
Boolean frame and/or relies on classical two-valued realization of Boolean algebra (BA).
Two-valued realization of finite BA is based on its homomorphic mapping on two-element
BA (by truth function in logic {truth, untruth}; by characteristic function in theory of
sets {belong, does not belong}; by relation function in theory of relations {in relation,
not in relation}, etc.). A truth table is only a table representation of homomorphic
mapping of analyzed BA on two-element BA. All characteristics connected with a truth
table such as the famous principle of truth functionality (and/or extensionality) are a
direct consequence of homomorphic mapping and hold only in a classical two-valued case.

In many real applications the classical two-valued (“black and white”) realization of
BA [1] is not adequate. L. Zadeh, after his famous and distinguished contribution in the
modern control theory, has ingeniously recognized the necessity of gradation in relations
generally (theory of sets - fuzzy sets [2], logic - fuzzy logic [3], relations - fuzzy relations [4]).

Truth functionality principle

Conventional fuzzy approaches rely on the same principle as many-valued (MV) logics
[5]. MV-logics are similar to classical logic because they accept the principle of truth-
functionality [5]. Logic is truth functional if the truth value of a compound sentence
depends only on the truth values of the constituent atomic sentences, not on their mean-
ing or structure. The consequences of this direction are in the best way described by
Lukasiewicz, the innovator of MV-logic: “Logic (truth functional) changes from its very
foundations if we assume that in addition to truth and falsehood there is also some third
logical value or several such values, ” [6]. One “argument” for destroying the Boolean
frame in treating gradation (MV-case) can be the definition of Boolean axioms of contra-
diction and excluded middle according to Aristotle: The same thing cannot at the same
time both belong and not belong to the same object and in the same respect (Contradic-
tion) Of any object, one thing must be either asserted or denied (Excluded middle). If
the goal is mathematics for gradation then it seems “reasonable” to leave these axioms
as inadequate and accept the principle of truth functionality with all consequences or to
go to the very source of BA idea.

According to [7] fuzzy logic is based on truth functionality, since: “This is very common
and technically useful assumption”. A contrary example: “Our world is a flat plate” was
also a very common and technically useful assumption in the Middle Ages!?
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In the foundations of conventional MV approaches actually analyzed Boolean algebra
is mapped onto a set of three or more scalars finally onto the real unit interval. Sets of
three or more scalars {0, 1/2, 1}, ..., {0, 1/n, ..., 1},...finally to the real unit interval [0, 1]
are not Boolean algebras. So, one cannot map Boolean algebra onto a set which is not
Boolean algebra and in doing this preserve the properties of Boolean algebra and/or no
conventional fuzzy set theory (fuzzy logic, theory of fuzzy relation) is in the Boolean frame.
Structure 〈[0, 1],T,S,N〉, immanent to fuzzy set theories, can’t be Boolean structure, and
the implementation of particular properties of Boolean algebra by creating corresponding
T norms irresistibly resembles alchemy.

Two fuzzy sets are equal according to extensionality if and only if they have the same
elements with equal membership functions. Extensionality is accepted as a fundamental
principle in conventional fuzzy set theories from classical set theory. That extensionality
is not a natural assumption in a fuzzy case, is illustrated by the following simple but
representative enough example: Suppose a trivial set with only one element - a glass. Let
a glass be half full with beer. According to extensionality, it follows that the set generated
by property “beer” - half full glass with beer and set generated by property “no beer”
- half empty glass, are equal (membership functions in both case have equal vale 0.5)!
Actually these two sets haven’t anything in common except the fact that they are in the
same glass.

It is interesting that in his seminal paper [1] G. Boole has said: “. . . the symbols of the
(logic) calculus do not depend for their interpretation upon the idea of quantity. . . ” and
only “in their particular application. . . , conduct us to the quantitative conditions of infer-
ence”. So, according to G. Boole, the principle of truth functionality is not a fundamental
principle (and as a consequence this principle can’t be the basis of any generalization).

Gradation in Boolean frame

A very important question is: Can fuzziness and/or gradation be realized in a Boolean
frame as a realization of BA? We have obtained a positive answer to this question as an
unexpected result, during solving the problem of fuzzy measure (or capacity) meaning in
decision making by theory of capacity [8].

Boolean algebra (by axioms and theorems) defines value irrelevant properties which
possess its elements. Classical two-valued realization of Boolean algebra (although ex-
tremely important) is only one of possible value realizations of Boolean algebra. The
new approach to treating gradation in logic, theory of sets, relations etc., is based on
interpolative realization of finite Boolean algebra (IBA) [9], [11].

IBA is real-valued and/or [0, 1]-valued realization of finite Boolean algebra. In IBA
to any element of analyzed finite Boolean algebra uniquely corresponds a Generalized
Boolean polynomial (GBP) (as, for example any element of finite Boolean algebra uniquely
corresponds to a disjunctive canonical form.). GBP processes values from real unit interval
[0, 1]. Values of GBP preserve partial order of corresponding Boolean algebra elements
(based on value indifferent relation of inclusion) in all possible value realizations (so, for
all values from real unit interval [0, 1]) by relation (≤).

IBA is real-valued and/or [0, 1]-valued realization of finite Boolean algebra. In IBA a
Generalized Boolean polynomial (GBP) uniquely corresponds to any element of analyzed
finite BA. GBP processes values from real unit interval [0, 1]. Values of GBP preserve
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partial order of corresponding BA elements (based on value indifferent relation of inclu-
sion) in all possible value realizations (so, for all values from real unit interval [0, 1]) by
relation (≤).

In case of R-sets (idea of fuzzy sets realized in Boolean frame) properties are the
domain of BA. Any element of Boolean algebra represents a corresponding property,
which generates a corresponding R-set on the analyzed universe of discourses - value
level. Membership function of analyzed R-set is defined by a corresponding GBP.

GBP of any property - element of BA is given by the superposition of relevant atomic
GBP (as any element of finite Boolean algebra can be represented as a union of relevant
atomic elements - a disjunctive canonical form). Any atomic element of analyzed BA of
properties generates, on the universe of discourses, a corresponding atomic R-set. GBP of
atomic property is a membership function of corresponding atomic R-set. Class of atomic
R-sets is the partition of analyzed universe of discourses. Intersection of any two different
atomic R-sets is an empty set and union of all atomic R-sets is equal to the universe of
discourses. In a classical case any object of universe can be the element of only one
atomic set, but in case of R-sets it can be the element of a few atomic sets (in a special
case, all of them) but so that the sum of values of corresponding atomic membership
functions is equal to 1. Besides simultaneously owning a few atomic properties from
the analyzed element of universe of discourses, intersection among atomic sets is always
empty. So, simultaneously owning properties and the intersection of properties in the
case of R-sets are not synonyms as in a classical case. Simultaneous is only a necessary
but not a sufficient condition for the intersection of two R-sets in a general case. As
a consequence, the known Aristotelian definition of excluded middle and contradiction
are valid only for a classical case and can’t be of any value for a general case and/or for
R-sets. Excluded middle and contradiction as well as all other axioms and theorems of
BA are value indifferent and they are valid in all possible realizations of R-sets, as in the
case of classical sets since classical sets can be treated as a special case of R-sets.

All results based on the theory of classical sets can be consistently (preserving Boolean
value irrelevant characteristics - Boolean axioms and theorems) generalized straightaway
by R-sets. For example: Using R-sets instead of classical sets, classical theory of prob-
ability can be consistently generalized into R-probability, preserving all value irrelevant
characteristics with much richer interpretation.

2 Interpolative Boolean algebra: Real-valued real-

ization of Boolean algebra

Interpolative Boolean algebra (IBA) [8, 13] is a real-valued realization of atomic or finite
BA. The real-valued realization of atomic or finite BA is adequate for any real problem
since gradation offers superior expressiveness in comparison to the black-white outlook.

Technically, IBA is based on generalized Boolean polynomials (GBP-s), [13]. GBP ϕ⊗

uniquely corresponds to the analyzed element ϕ ∈ BA of atomic BA. GBP is a mapped
disjunctive canonical form of analyzed BA element, on a value level as its polynomial
“figure”. Disjunctive canonical form is disjunction (union, join) of relevant atoms and
GBP is sum of atomic Boolean polynomials of these atoms. As a consequence GBP can
process values from a real unit interval [0, 1] so as to preserve all algebraic properties of
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this element by corresponding arithmetic consequents. For example: (a) If two Boolean
functions are equal ϕ = ψ (algebraic property) then in all value realizations ϕ⊗ ≡ ψ⊗

(arithmetic property). (b) If one element of BA is included in another ϕ ⊂ ψ, (ϕ, ψ ∈ BA)
(algebraic property) then, in all possible value realizations, the value of the first element
is less or equal to the value of the second ϕ⊗ ≤ ψ⊗ (arithmetic property).

Disjunctive canonical form and structure (content) of BA element

The simplest elements of finite BA are its atoms, defined by the following expression:

α(S) =def

⋂

ai∈S

ai

⋂

aj∈Ω\S
Caj,

(S ∈ P (Ω)).
Combined elements of finite BA are built by relevant atoms. Which atoms are relevant

for the analyzed element is determined by its structure (content). Structure in a general
case maps:

σ : P (Ω) × BA(Ω) → {0, 1},
and/or analyzed element ϕ ∈ BA(Ω) structure maps:

σϕ : P (Ω) → {0, 1}.
Structure of analyzed element ϕ ∈ BA(Ω) is defined by the following set function:

σϕ(S) =def

{
1, α(S) ⊂ ϕ; (α(S) ∩ ϕ = α(S))

0, α(S) 6⊂ ϕ; (α(S) ∩ ϕ = 0
¯
)

;

(S ∈ P (Ω)); (ϕ, 0
¯
∈ BA(Ω))

Any element ϕ ∈ BA(Ω) of analyzed BA, generated by the finite set of free (primary)
variables Ω = {a1, . . . , an}, can be represented in a disjunctive canonical form as the join
(disjunction, union) of relevant atoms:

ϕ =
⋃

S∈P (Ω)|σϕ(S)=1

α(S).

Which atoms are relevant for the analyzed element is determined by its structure
(content). Structure is a value indifferent - algebraic characteristic and/or it is invariant
on the type of value realization (two-valued, many-valued and/or real-valued).

The structure or content σϕ of any element ϕ ∈ BA(Ω) of the analyzed BA is homo-
morphism

σϕ∩ψ(S) = σϕ(S) ∧ σψ(S),

σϕ∪ψ(S) = σϕ(S) ∨ σψ(S),

σCϕ(S) = ¬σϕ(S);

(S ∈ P (S), ϕ, ψ ∈ BA(Ω), σϕ(S), σψ(S) ∈ 0, 1). and/or it homomorphically maps
the analyzed BA − σϕ : P (Ω) → {0, 1}(ϕ ∈ BA(Ω)).
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Structure functionality principle is a fundamental algebraic principle defined in the
following way: the structure (content) of any combined element of analyzed BA can be
determined directly on the basis of structures of its components.

All Boolean axioms and theorems defined for elements of BA satisfy the structures of
these elements too. Since the values of structure components of analyzed element of BA
are coincident with the values of this element in two-valued realizations:

σϕ(S) = ϕ(aS
1 , . . . , aS

n).

Where:

aS
i =def

{
1, ai ∈ S

0, ai 6∈ S
;

(ai ∈ Ω, S ∈ P (Ω)).
From above it follows that truth functionality principle is the realization of structure

functionality principle on a value level in and only in the two-valued realization. Truth
functionality principle is arithmetic and as a non-algebraic characteristic it couldn’t be a
basis for consistent generalization.

Generalized Boolean polynomials

A generalized Boolean polynomial (GBP) uniquely corresponds to any element of
analyzed atomic BA. GBP is the superposition of relevant atomic GBP-s. Which atoms
are relevant for the analyzed element of BA is defined by its structure (content). Atomic
GBP is defined by the following expression:

α⊗(S)(a1, . . . , an) =
⊗

ai∈S

ai

⊗

aj∈Ω\S
(1 − aj).

Where: ⊗ is generalized product (from min function to the standard product ×).
Atomic GBPs have the following properties, as direct consequences of corresponding

algebraic characteristics:

(a) Sum of values of all atoms is identically equal to 1:

∑

S∈P (Ω)

α⊗(S)(a1, . . . , an) = 1.

(b) Value of any atom is nonnegative:

α⊗(S)(a1, . . . , an) ≥ 0,

(S ∈ P (Ω), a1, . . . , an ∈ [0, 1]).

GBP ϕ⊗ of analyzed element ϕ ∈ BA(Ω) is the superposition of relevant atomic GBP-
s, as a polynomial figure of its disjunctive canonical form. Which atoms are relevant for
analyzed element of BA is defined by its structure σϕ(S), (S ∈ P (Ω)):
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ϕ⊗(a1, . . . , an) =
∑

S∈P (Ω)|σϕ(S)=1

α⊗(S)(a1, . . . , an),

=
∑

S∈P (Ω)

σϕ(S)α⊗(S)(a1, . . . , an).

In a classical two-valued realization, as a special case, only one atom is equal to one
and all others are equal to zero. All elements of BA in which a realized atom (with value
1) is included are equal to 1 and all other are equal to 0. As a consequence in a classical
case for a given realized atom any element of BA has a value equal to 1 or 0 (excluded
middle) and can’t be 1 and 0 (contradiction).

Excluded middle is a value-irrelevant characteristic and from the atoms point of view,
as a consequence that all atoms of analyzed BA(Ω) are included in the analyzed element
a ∈ BA(Ω) and in its complement Ca ∈ BA(Ω), means, that all atoms are included
in their join a ∪ Ca and/or join of any element of BA and its complement is equal to
1̄ ∈ BA(Ω), since 1̄ includes in itself all atoms of analyzed BA:

a ∪ CA = 1̄.

Contradiction is a value-irrelevant characteristic and from the atoms point of view, as
a consequence that no one atom of analyzed BA(Ω) is included in the analyzed element
a ∈ BA(Ω) and in its complement Ca ∈ BA(Ω), means, that no one atom is included
in their meet a ∩ Ca and/or meet of any element of BA and its complement is equal to
0
¯
∈ BA(Ω), since 0

¯
includes in itself no one atom of analyzed BA:

a ∩ CA = 0
¯
.

Transformation of Boolean function into GBP

Any Boolean function can be uniquely transformed into its GBP. Procedure of trans-
formation of Boolean function into corresponding GBP is:

(a) For combined elements:

(ϕ ∩ ψ)⊗(a1, . . . , an) = defϕ
⊗(a1, . . . , an) ⊗ ψ⊗(a1, . . . , an),

(ϕ ∪ ψ)⊗(a1, . . . , an) = defϕ
⊗(a1, . . . , an) + ψ⊗(a1, . . . , an) −

−ϕ⊗(a1, . . . , an) ⊗ ψ⊗(a1, . . . , an),

(Cϕ)⊗(a1, . . . , an) = def1 − ϕ⊗(a1, . . . , an).

(b) For primary variables:

(ai ∩ aj)
⊗ = def

{
ai ⊗ aj, i 6= j

ai, i = j
,

(ai ∪ aj)
⊗ = defai + aj − (ai ∩ aj)

⊗,

(Cai)
⊗ = def1 − ai.
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Example: A few examples illustrate transformation of Boolean function into GBP:

(a) Contradiction

(a ∩ Ca)⊗ = a ⊗ (1 − a),

= a − a,

= 0

(b) Excluded middle:

(a ∪ Ca)⊗ = a + (1 − a) − (a ∩ Ca)⊗,

= 1.

(c) Nilpotent
(a ∩ a)⊗ = a, (a ∪ a)⊗ = a + a − (a ∩ a)⊗ = a.

(d) Three Boolean functions

d.1

(a ∩ Cb)⊗ = a ⊗ (1 − b),

= a − a ⊗ b.

d.2

(Ca ∩ Cb)⊗ = (1 − a) ⊗ (1 − b),

= 1 − a − b + a ⊗ b.

d.3

((a ∩ c) ∪ (Ca ∩ b))⊗ = (a ∩ c)⊗ + (Ca ∩ b)⊗ − (a ∩ c)⊗ ⊗ (Ca ∩ b)⊗,

= a ⊗ c + (1 − a) ⊗ b − a ⊗ c ⊗ (1 − a) ⊗ b,

= b + a ⊗ c − a ⊗ b − a ⊗ (1 − a) ⊗ c ⊗ b,

= b + a ⊗ c − a ⊗ b.

3 Real Sets based on Interpolative Boolean algebra

R-sets are generated by analyzed proper properties or Boolean properties - unary relations,
on universe of discourses - value level. The set of proper properties, generators of R-sets is
Boolean algebra of analyzed properties BAp. Value indifferent (algebraic) characteristics
of proper properties are: Boolean axioms and theorems. In a general case any element of
R-set, as of fuzzy set, has an analyzed property with intensity and/or gradation:

F : X → [0, 1],

(F ∈ BAp) and X is analyzed universe of discourses.
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Set of primary properties: Ω = A1, . . . , An, generates finite Boolean algebra of ana-
lyzed properties BAp(Ω). The basic characteristic of any primary property A ∈ Ω is the
fact that it can’t be represented by Boolean function of the remaining primary properties.
Boolean algebraic structure of analyzing proper properties is:

〈BAp(Ω),∩,∪, C〉
Atomic property generates on analyzed universe of discourses (value level) atomic sets.

Atomic properties are defined by following expressions:

A(S) =
⋂

Ai∈S

Ai

⋂

Aj∈Ω\S
AC

j , (S ∈ P (Ω));

(S ∈ P (Ω)), where, P is power set - set of all subsets of analyzed set of primary
properties Ω.

As a consequence if number of primary properties (cardinality of set Ω) is equal n
then number of atomic properties is 2n.

Structure function (containment) of any property F ∈ BAp(Ω) determined which
atoms are included in it and/or which are not included in it. Structure function of any
property F ∈ BAp(Ω) maps

σF : P (Ω) → {0, 1}
Structure function is given by the following expression:

σF (S) =

{
1, α(S) ⊂ F ; (F ∩ α(S) = A(S))

0, α(S) 6⊂ F ; (F ∩ α(S) = 0
¯
)

;

(0
¯
, F ∈ BAp(Ω); S ∈ P (Ω)).

Fundamental structure’s characteristic is principle of structural functionality :
Structure of any combined property (element of Boolean algebra of analyzed properties)
can be directly calculated on the base of structures of its components and the following
rules :

σF∪G(S) = σF (S) ∨ σG(S),

σF∩G(S) = σF (S) ∧ σG(S),

σF c = ¬σF (S).

(F, G ∈ BAp(Ω), S ∈ P (Ω)).
Where: ¬ unary and ∨,∧ binary classical two-valued Boolean operators:

∧| 0 1
0 0 0
1 0 1

;
∨| 0 1
0 0 1
0 1 1

;

|¬
0

1

1

0

.

Structures of primary properties are given by the following set functions:
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σAi
(S) =

{
1, Ai ∈ S

0, Ai 6∈ S
;

(S ∈ P (Ω); Ai ∈ Ω).
Famous principle of truth functionality on value level is only the figure of value irrel-

evant principle of structural functionality and it is valid only for two-valued case.
Any element F ∈ BAp(Ω) of finite Boolean algebra of proper properties can be

uniquely represented by the following disjunctive canonical form:

F =
⋃

S∈P (Ω)|σF (S)=1

A(S).

Since structure functions are homomorphism it follows:

F ∪ G =
⋃

S∈P (Ω)|σF (S)∨σG(S)=1

A(S).

F ∩ G =
⋃

S∈P (Ω)|σF (S)∧σG(S)=1

A(S).

FC =
⋃

S∈P (Ω)|¬σF (S)=1

A(S).

Generalized Boolean Polynomial

Generalized Boolean polynomials uniquely correspond to elements of Boolean
algebra of analyzed properties - generators of R-sets. R-characteristic function of
any R-set is its generalized Boolean polynomial.

Atomic R-set A⊗(S) is value realization of corresponding atomic property A(S), (S ∈
P (Ω)) on analyzed universe of discourses ×. R-characteristic function A⊗(S) : X → [0, 1]
of any atomic R-set A⊗(S), (S ∈ P (Ω))is defined by corresponding atomic generalized
Boolean polynomial, [11, 13]:

A⊗(S)(x) =
∑

K∈P (Ω\S)

(−1)|K|
⊗

Ai∈K∪S

Ai(S),

(Ai ∈ Ω, x ∈ X).
Example: Atomic Boolean polynomials - atomic R-characteristic function for the

case when set of primary properties is Ω = {a, b}, are given in the following table:
Any element of universe of discourses x ∈ X has analyzed property F ∈ BAp(Ω) with

intensity which is given by corresponding generalized Boolean polynomial :

F⊗(x) =
∑

S∈P (Ω)|σF (S)=1

A⊗(S)(x)

=
∑

S∈P (Ω)

σF (S)A⊗(S)(x),
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Table 1: Example of Atomic Boolean polynomials.

S A(S) A⊗(S)(x)
∅ Ac ∩ Bc 1 − A(x) − B(x) + A(x) ⊗ B(x)
{A} A ∩ Bc A(x) − A(x) ⊗ B(x)
{B} Ac ∩ B B(x) − A(x) ⊗ B(x)

{A,B} A ∩ B A(x) ⊗ B(x)

(S ∈ P (Ω), x ∈ X).
By definition structure vector of F and vector of atomic polynomials, respec-

tively

~σF = [σv
F (S)|S ∈ P (Ω)],

~A⊗(x) = [A⊗(S)(x)|S ∈ P (Ω)]T , .

Generalized Boolean polynomial - R-characteristic function, of F ∈ BAp(Ω) can be
represented as scalar product of two vectors:

F⊗(x) = ~σϕ(S) ~A⊗(x)

It is clear that the structure vector has algebraic nature, since it is value indifferent
and preserves all Boolean axioms:

• Associativity

~σF∪(G∪H) = ~σ(F∪G)∪H ,

~σF∩(G∩H) = ~σ(F∩G)∩H ;

• Commutativity

~σF∪G = ~σG∪F ,

~σF∩G = ~σG∩F ;

• Absorption

~σF∪(G∩H) = ~σF ,

~σF∩(G∪H) = ~σF ;

• Distributivity

~σF∪(G∩H) = ~σ(F∪G)∩(F∪H),

~σF∩(G∪φ) = ~σ(F∩G)∪(F∩H);
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• Complements: Excluded middle and contradiction

~σF∪FC = ~1,

~σF∩FC = ~0.

And theorems of Boolean algebra:

• Idempotency

~σF∪F = ~σF ,

~σF∩F = ~σF ;

• Boundedness

~σF∪0
¯

= ~σF , ~σF∩1̄ = ~σF ;

~σF∪1̄ = ~1, ~σF∩0
¯

= ~0.

• 0 and 1 are complements

~σ0
¯

= ~1,

~σ1̄C = ~0;

• De Morgan’s laws

~σ(F∪ψ)C = ~σFC∩ψC ,

~σ(F∩ψ)C = ~σFC∪ψC ;

• Involution

~σ(FC)C = ~σF .

Any R-set F⊗, generated by corresponding property F ∈ BAp(Ω), can be represented
as union of relevant atomic sets:

F⊗(x) =
∑

S∈P (Ω)|σF (S)=1

A⊗(S)(x)

Structures of proper properties preserve value irrelevant characteristics of R-sets, ac-
tually their Boolean nature.

Generalized Product

In GBPs there figure two standard arithmetic operators + and −, and as a third gen-
eralized product ⊗. Generalized product is any function ⊗ : [0, 1] × [0, 1] → [0, 1] that
satisfies all four axioms of T-norms [12]:
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Commutativity:

A(x) ⊗ B(x) = B(x) ⊗ A(x),

(A,B ∈ Ω, A(x), B(x) ∈ [0, 1], x ∈ X).
Associativity:

A(x) ⊗ B(x) ⊗ C(x) = A(x) ⊗ B(x) ⊗ C(x),

(A,B, C ∈ Ω, A(x), B(x), C(x) ∈ [0, 1], x ∈ X).
Monotonicity:

A(x) ≤ B(x) ⇒ A(x) ⊗ C(x) ≤ B(x) ⊗ C(x),

(A,B, C ∈ Ω, A(x), B(x), C(x) ∈ [0, 1], x ∈ X).
Boundary:

A(x) ⊗ 1 = A(x),

(A ∈ BA(Ω), A(x) ∈ [0, 1], x ∈ X).
and plus one additional axiom:

Non-negativity condition

∑

K∈P (Ω\S)

(−1)|K|
⊗

Ai∈K∪S

Ai()x ≥ 0,

(Ω = {A1, . . . , An}, S ∈ P (Ω), Ai ∈ [0, 1], x ∈ X).
Additional axiom “non-negativity” ensures that the values of atomic Boolean poly-

nomials are non-negative: A⊗(S)(x) ≥ 0, (S ∈ P (Ω), x ∈ X). As a consequence all
elements of Boolean algebra and/or membership functions of all R-sets are non-negative.

Comment: Generalized product for R-sets is just an arithmetic operator and as a
consequence has a crucially different role from the role of the T-norm in conventional
fuzzy set theories, where it is a set algebraic operator.

Example: In the case Ω = {A,B} generalized product, according to axioms of non-
negativity can be in the following interval1 :

max(A(x) + B(x) − 1, 0) ≤ A(x) ⊗ B(x) ≤ min(A(x), B(x)).

Membership functions of intersection and union of two R-sets are given by the follow-
ing expressions:

(F ∩ G)⊗(x) = (~σF ∧ ~σG
~)A⊗(x),

(F ∪ G)⊗(x) = (~σF ∨ ~σG
~)A⊗(x),

(F ∈ BAp(Ω), x ∈ X).
Membership function of analyzed R-set complement is:

1max(A(x) + B(x)− 1, 0) is no more the low bound of feasible interval for generalized product in the
case |Ω| ≥ 3.
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(F C)⊗(x) = 1 − F⊗(x),

(F ∈ BA(Ω), x ∈ X).
In new approach excluded middle and contradiction are always valid such as all other

axioms and theorems of Boolean algebra for all possible generalized products:

(F ∪ F C)⊗(x) = (~σF ∨ ~σFC) ~A⊗(x),

= ~1 ~A⊗(x),

= 1;

(F ∩ F C)⊗(x) = (~σF ∧ ~σFC) ~A⊗(x),

= ~0 ~A⊗(x),

= 0;

(F ∈ BA(Ω), x ∈ X).
Example: The most simple characteristics are illustrated on the Boolean algebra of

proper properties generated by only one primary property Ω = {A}. Boolean algebra is
the following set:

BAp({A}) = {∅, {∅}, {{A}}, {∅, {A}}},
After the following replacement:

∅ → 0
¯
,

{∅} → AC,

{{A}} → A,

{∅, {A}} → 1̄.

Boolean algebra of properties is:

BAp({A}) = {0
¯
, AC, A, 1̄}.

A and AC are atomic elements of Boolean algebra BAp({A}) for which are valid the
following identities:

AC ∩ A = 0
¯
,

AC ∪ A = 1̄.

Contradiction and excluded middle respectively. This simple Boolean algebra of prop-
erty can be represented by Hasse diagrams. In figure 1 is illustrated Boolean algebra before
and after introducing mentioned replacement
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Figure 1: Hill utility function over the values of x8 in the interval [60; 130], along with
the initial and the rescaled uncertainty intervals

Elements of Boolean algebra BAp({A}) characterize their structure, which can be
represented as the following vectors:

~σ0
¯

= [0 0]

~σAC = [1 0]

~σA = [0 1]

~σ1̄ = [1 1]

Elements of Boolean algebra of properties BAp({A}) realized on universe of discourses
corresponding sets, whose membership functions are:

0
¯
(x) = 0

AC(x) = 1 − A(x)

A(x) = A(x)

1̄(x) = 1

Figure 2: Structures of BAp({A}) elements and membership functions of corresponding
sets
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Figure 3: R-sets generated by properties - elements of BAp({A})

Examples of R-sets generated by properties as element of Boolean algebra BAp({A})
are given in the following figure:

Example: The main characteristics of R-sets are illustrated on the example of Boolean
lattice of R-sets generated by primary R-sets Ω = {A,B} represented in fig. 4.

Figure 4: Boolean algebra Ω = {A,B} represented by Hasse diagrams

The corresponding structure vectors

The generalized Boolean polynomials of corresponding sets are
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Figure 5: Structure vectors of element of Boolean algebra Ω = {A,B}

(A ∩ B)⊗(x) = A(x) ⊗ B(x),

(A ∩ BC)⊗(x) = A(x) − A(x) ⊗ B(x),

(AC ∩ B)⊗(x) = B(x) − A(x) ⊗ B(x),

(AC ∩ BC)⊗(x) = 1 − A(x) − B(x) + A(x) ⊗ B(x),

A(x) = A(x),

B(x) = B(x)

((A ∩ B) ∪ (AC ∩ BC))⊗(x) = 1 − A(x) − B(x) + 2A(x) ⊗ B(x),

((A ∩ BC) ∪ (AC ∩ B))⊗(x) = A(x) + B(x) − 2A(x) ⊗ B(x),

(BC)⊗(x) = 1 − B(x),

(AC)⊗(x) = 1 − A(x),

(A ∪ B)⊗(x) = A(x) + B(x) − A(x) ⊗ B(x),

(AC ∪ B)⊗(x) = 1 − A(x) + A(x) ⊗ B(x),

(A ∪ BC)⊗(x) = 1 − B(x) + A(x) ⊗ B(x),

(AC ∪ BC)⊗(x) = 1 − A(x) ⊗ B(x),

(A ∩ AC)⊗(x) = 0,

(A ∩ AC)⊗(x) = 0,

(A ∪ AC)⊗(x) = 1,

(A ∪ AC)⊗(x) = 1.

Realization of all possible set functions for the given R-sets A and B, in the case when
the generalized product is given as min function is represented in fig. 7.
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Figure 6: Generalized Boolean polynomials of Ω = {A,B}

If we compare the example of R-sets with corresponding classical sets given in fig 8:

It is clear that all properties of classical case are preserved one to one in generalized
R-sets case. Actually in the case of R-sets interpretation is richer. In the case of classical
sets one object of universe of discourses can be the element of only one atomic set, but in
the case of R-sets it can be the member of two and more atomic R-sets but so that sum
of corresponding membership function values is equal to 1.

R-partition

R-partition is consistent generalization of classical sets partition. Collection of
atomic R-sets {A⊗(s)|S ∈ P (Ω)} is R-partition of analyzed universe of discourses X,
since:

(a) atomic sets are pair wise mutually exclusive:

A⊗(Si) ∪ A⊗(Sj) =

{
A⊗(S), i = j

∅, i 6= j
;

or

(A⊗(Si) ∪ A⊗(Sj))(x) =

{
1, i = j

0, i 6= j
;

(x ∈ X).

And (b) they cover the universe X:

⋃

S∈P (Ω)

A⊗(S) = X;

or
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Figure 7: R-sets generated by properties - elements of Ω = {A,B} for ⊗ := min

∑

S∈P (Ω)

A⊗(S)(x) = 1;

(x ∈ X).

Atomic R-sets from the previous example are given in the following figure with GBP
as their membership functions and their structures:

In the case of classical sets there is one additional constraint: any element of universe
of discourses x ∈ X belongs to only one classical atomic set A(S), (S ∈ P (Ω)):

A(Sj)(x) = 1 ⇒ A(Sj)(x) = 0, Sj 6= Si,

(Si, Sj ∈ P (Ω); x ∈ X).

This constraint is not general and it is not valid in general R-sets case.

It is clear that all properties of the classical set algebra are preserved in the case of
R-sets algebra and/or by using R-set approach, based on IBA one can treat gradation in
the Boolean frame, contrary to all fuzzy sets approaches.

This is very important for generalization of probability, since additive probability is
based on classical sets and as a consequence it is in Boolean frame, generalization of prob-
ability based on R-sets (R-probability) is in Boolean frame too, and/or R-probability is
Boolean consistent, contrary to conventional fuzzy probabilities. R-probability preserves
all value invariant characteristics of classical probability with much richer probability
phenomena than in the case of classical probability.
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Figure 8: Hasse diagram of classical sets

Figure 9: Atomic R-sets for ⊗ := min

4 Conclusion

Having recognized the constraints of classical mathematical approaches to real problems
(for example: complete theory in the domain of automatic control is possible only for
linear systems), L. Zadeh concluded that computation by words is very important since
natural languages can be used for description of completely new results (for example
quant physics) without changing its fundament. Objects of natural language are not as
precise as mathematical objects; on the contrary, the number of words in a dictionary
should be infinite, what is of course impossible. Non-preciseness immanent to a natural
language is formalized by introducing gradation so an analyzed object can possess a
property with some intensity or it can be a member of a generalized and/or fuzzy set. To
the grammar of a natural language corresponds in mathematics algebra. Conventional
approaches to theory of fuzzy sets are far from the original idea of computing with words
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since one natural language has one grammar and/or one contents invariant fundament,
but conventional approaches in fuzzy mathematics offer infinitely many algebras which
are used depending on analyzed problem. One cannot imagine a poet who changes the
grammar of a natural language dependent on a poem’s contents!

The new approach offers as a solution the same algebra - Boolean algebra, both for the
classical mathematical black and white view and for real applications with gradation. In
the classical case one uses two-valued realization of Boolean algebra but in the generalized
case one uses real-valued ([0, 1] - valued) realization of finite Boolean algebra. So, the new
approach opens the door to the original Zadeh’s idea of computing by words in one natural
way. All results based on classical two-valued approaches by applying new approach can
be straightaway generalized (theory of sets, logic, relations and their applications).

Classical theories in Boolean frame are based on black-white outlook - theory of sets,
logic, theory of relations, probability etc. In the analysis of real problems, in a general
case, by using gradation - real-valued realization, one can do much more (efficiency)
by much less (complexity) than by a black-white outlook and/or two-valued realization.
Consistent Boolean generalization of classical two-valued theory of sets into real-valued
set theory means preservation of all value irrelevant - algebraic characteristics (all axioms
and theorems of BA). Since classical theory of sets is based on celebrated two-valued
realization of BA, consistent generalized theory of real-valued sets has to be based on
real-valued realization of BA.

Interpolative Boolean algebra (IBA) [11] is a real-valued and/or [0, 1]-valued real-
ization of BA. By IBA any element of a corresponding BA or any Boolean function is
uniquely mapped into a generalized Boolean polynomial (GBP), able to process values
from a real unit interval [0, 1], so that by corresponding arithmetic properties it preserves
on a value level, all algebraic properties. GBP is figure on value level of corresponding
disjunctive canonical form from algebraic level. Disjunctive canonical form of analyzed
element of BA is disjunction (union, join) of relevant atoms and its GBP is sum of atomic
Boolean polynomial of this atoms. Which atoms are relevant for analyzed element of BA
is determined by its structure function (containment). For structures is valid algebraic
principle of structure functionality: structure of combined element of BA can be
calculated on the basis of structures of its components. Celebrated and very well known
truth functionality principle is only figure of structure functionality principle on value
level, valid in and only in two-valued realization and/or truth functionality principle is
not algebraic principle. As a consequence truth functionality principle can’t be base for
Boolean consistent MV or real-valued generalizations.

All theories based on classical sets using R-sets can be Boolean consistently gener-
alized. For example, classical theory of probability is based on classical sets and as a
consequence it is in Boolean frame. The fact that black-white outlook, immanent to
classical sets, is not adequate in many real problems, was motive for introducing fuzzy
probability. Fuzzy probability is based on fuzzy sets and as a consequence it is not consis-
tent Boolean generalization of classical probability. R-probability is consistently Boolean
generalization of classical probability, based on R-sets.
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Simulating NEPs in a Cluster with jNEP

Emilio del Rosal, Rafael Nuñez, Carlos Castañeda and Alfonso Ortega

Abstract: This paper introduces jNEP : a general, flexible, and rigorous implemen-

tation of NEPs (the basic model) and some interesting variants; it is specifically

designed to easily add the new results (filters, stopping conditions, evolutionary

rules, and so on) of the research in the area. jNEP is written in Java; there are two

different versions that implement the concurrency of NEPs by means of the Java

classes Process and Threads respectively. There are also extended versions that run

on clusters of computers under JavaParty. jNEP reads the description of the cur-

rently simulated NEP from a XML configuration file. This paper shows how jNEP

tackles the SAT problem with polynomial performance by simulating an ANSP.

Keywords: NEPs, natural computing, simulation, clusters of computers

1 Introduction

1.1 NEPs

NEP stands for Network of Evolutionary Processors. NEPs are an abstract model of
distributed/parallel symbolic processing presented in [1, 12, 2]. NEPs are inspired by
biological cells. These are represented by words which describe their DNA sequences.
Informally, at any moment of time, the evolutionary system is described by a collection of
words, where each word represents one cell. Cells belong to species and their community
evolves according to mutations and division which are defined by operations on words.
Only those cells are accepted as surviving (correct) ones which are represented by a
word in a given set of words, called the genotype space of the species. This feature
parallels the natural process of evolution. Each node in the net is a very simple processor
containing words which performs a few elementary tasks to alter the words, send and
receive them to/from other processors. Despite the simplicity of each processor, the
entire net can carry out very complex tasks efficiently. Many different works demonstrate
the computational completeness of NEPs [4][10] and their ability to solve NP problems
with linear or polynomial resources [11][2]. The emergence of such a computational power
from very simple units acting in parallel is one of the main interests of NEPs.

NEPs can be used to accept families of languages. When they are used in this way
they are called Accepting NEPs (ANEPs). Several variants of NEPs have been proposed
in the scientific literature. NEP (the original model) [2], hybrid nets of evolutionary
processor (HNEP) [4] and nets of splicing processors NEPS or NSP [10]. This last model
uses a splicing processor, which adds a new operation (splicing rules) to mimic crossover
in genetic systems. In section 3.1 we show an example of ANSP (the accepting variant
of NSPs) solving the SAT problem. Nevertheless, all of them share the same general
characteristics.

A NEP is built from the following elements:

a) A set of symbols which constitutes the alphabet of the words which are manipulated
by the processors.
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b) A set of processors.

c) An underlying graph where each vertex represents a processor and the edges deter-
mine which processors are connected so they can exchange words.

d) An initial configuration defining which words are in each processor at the beginning
of the computation.

e) One or more stopping rules to halt the NEP.

An evolutionary processor has three main components:

a) A set of evolutionary rules to modify its words.

b) An input filter that specifies which words can be received from other processors.

c) An output filter that delimits which words can leave the processor to be sent to
others.

The variants of NEPs mainly differ in their evolutionary rules and filters. They perform
very simple operations, like altering the words by replacing all the occurrences of a symbol
by another, or filtering those words whose alphabet is included in a given set of words.

NEP’s computation alternates evolutionary and communication steps: an evolutionary
step is always followed by a communication step and vice versa. Computation follows
the following scheme: when the computation starts, every processor has a set of initial
words. At first, an evolutionary step is performed: the rules in each processor modify
the words in the same processor. Next, a communication step forces some words to
leave their processors and also forces the processors to receive words from the net. The
communication step depends on the constraints imposed by the connections and the
output and input filters. The model assumes that an arbitrary number of copies of each
word exists in the processors, therefore all the rules applicable to a word are actually
applied, resulting in a new word for each rule. The NEP stops when one of the stopping
conditions is met, for example, when the set of words in a specific processor (the output
node of the net) is not empty. A detailed formal description of NEPs can be found in [1],
[4] or [10]. For example, the following definition is literally taken from [1] and will help
the reader to understand the model.

A network of evolutionary processors (NEP for short) of size n is a construct Γ =
(V, N1, N2, ..., Nn, G), where V is an alphabet and for each 1 ≤ i ≤ n,Ni = (Mi, Ai, P Ii, POi)
is the i-th evolutionary node processor of the network. The parameters of every processor
are:

• Mi is a finite set of evolution rules of one of the following forms only

– a → b, a, b ∈ V (substitution rules),

– a → λ,∈ V (deletion rules),

– λ → a, a ∈ V (insertion rules),

More clearly, the set of evolution rules of any processor contains either substitution
or deletion or insertion rules.
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• Ai is a finite set of strings over V . The set Ai is the set of initial strings in the i-th
node. Actually, we consider that each string appearing in any node at any step has
an arbitrarily large number of copies in that node.

• PIi and POi are subsets of V ∗ representing the input and the output filter, re-
spectively. These filters are defined by the membership condition, namely a string
w ∈ V ∗ can pass the input filter (the output filter) if w ∈ PIi(w ∈ POi).

Finally, G = (N1, N2, ..., Nn, E) is an undirected graph called the underlying graph of
the network. The edges of G, that is the elements of E, are given in the form of sets of
two nodes. The complete graph with n vertices is denoted by Kn.

1.2 Clusters of computers

Running NEPs simulators on cluster is one of the possible ways of exploiting the inherent
parallel nature of NEPs. The Java Virtual Machine (JVM), which can be considered the
standard Java, cannot be run on clusters.

Several attempts have tried to overcome this limitation, for example: Java-Enabled
Single-System-Image Computing Architecture 2 (JESSICA2) [8], the cluster virtual ma-
chine for Java developed by IBM (IBM cJVM) [3], Proactive PDC [15], DO! [9], JavaParty
[6], and Jcluster [7].

The simulator described in this paper has been developed with both JVM and Java-
Party.

2 jNEP

A lot of research effort has been devoted to the definition of different families of NEPs
and to the study of their formal properties, such as their computational completeness and
their ability to solve NP problems with polynomial performance. However, no relevant
effort, apart from [5], has tried to develop a NEP simulator or any kind of implemen-
tation. Unfortunately, the software described in this reference gives the possibility of
using only one kind of rules and filters and, what is more important, violates two of the
main principles of the model: 1) NEP’s computation should not be deterministic and 2)
evolutionary and communication steps should alternate strictly. Indeed, the software is
focused in solving decision problems in a parallel way, rather than simulating the NEP
model with all its details.

jNEP tries to fill this gap in the literature. It is a program written in Java which is
capable of simulating almost any NEP in the literature. In order to be a valuable tool for
the scientific community, it has been developed under the following principles:

a) It rigorously complies with the formal definitions found in the literature.

b) It serves as a general tool, by allowing the use of the different NEP variants and is
ready to adapt to future possible variants, as the research in the area advances.

c) It exploits as much as possible the inherent parallel/distributed nature of NEPs.

The jNEP code is freely available in http://jnep.e-delrosal.net.
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2.1 jNEP design

jNEP offers an implementation of NEPs as general, flexible and rigorous as has been
described in the previous paragraphs. As shown in figure 1, the design of the NEP class
mimics the NEP model definition. In jNEP, a NEP is composed of evolutionary processors
and an underlying graph (attribute edges) to define the net topology and the allowed inter
processor interactions. The NEP class coordinates the main dynamic of the computation
and rules the processors (instances of the EvolutionaryProcessor class), forcing them to
perform alternate evolutionary and communication steps. It also stops the computation
when needed. The core of the model includes these two classes, together with the Word
class, which handles the manipulation of words and their symbols.

We keep jNEP as general and rigorous as possible by means of the following mecha-
nisms: Java interfaces and the develop of different versions to widely exploit the paral-
lelism available in the hardware platform.

jNEP offers three interfaces:

a) StoppingCondition, which provides the method stop to determine whether a NEP
object should stop according to its state.

b) Filter, whose method applyFilter determines which objects of class Word can pass
it.

c) EvolutionaryRule, which applies a Rule to a set of Words to get a new set.

jNEP tries to implement a wide set of NEPs’ features.
The jNEP user guide (http://jnep.e-delrosal.net) contains the updated list of filters, evo-
lutionary rules and stopping conditions implemented.

Currently jNEP has two list of choices to select the parallel/distributed platform on
which it runs (any combination of them is also available in http://jnep.e-delrosal.net).
Concurrency is implemented by means of two different Java approaches: Threads and
Processes. The first needs more complex synchronization mechanisms. The second uses
heavier concurrent threads. The supported platforms are standard JVM and clusters of
computers (by means of JavaParty).

More precisely, in the case of the Processes option each processor in the net is actually
an independent program in the operating system. The communication between nodes is
carried out through the standard input/output streams of the program. The class NEP
has access to those streams and coordinates the nodes. The mandatory alternation of
communication and evolutionary steps in the computations of NEPs greatly eases their
synchronization and communication. The following protocol has been followed for the
communication step:

1 NEP class sends the message to communicate to every node in the graph. Then it
waits for their responses.

2 Every node finishes its communication step after sending to the net the words that
pass their outputs filters. Then, they indicate to the NEP class that they have
finished the communication step.
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Figure 1: Simplified class diagram of jNEP
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3 The NEP class moves all the words from the net to the input filters of the corre-
sponding nodes.

The evolutionary step is synchronized by means of an initial message sent by the NEP
class to make all the nodes evolve. Afterwards, the NEP class waits until all the nodes
finish.

The implementation with Java Threads has other implications. In this option, each
processor is an object of the Java Thread class. Thus, each processor execute its tasks in
parallel as independent execution lines, although all of them belong to the same program.
Data exchange between them is performed by direct access to memory. The principles
of communication and coordination are the same as in the previous option. The main
difference is that, instead of waiting for all the streams to finish or to send a certain
message, Threads are coordinated by means of basic concurrent programming mechanisms
as semaphores, monitors, etc.

In conclusion, jNEP is a very flexible tool that can run in many different environments.
Depending on the operating system, the Java Virtual Machine used and the concurrency
option chosen, jNEP will work in a slightly different manner. The user should select the
best combination for his needs.

3 jNEP in practice

jNEP is written in Java, therefore to run jNEP one needs a Java virtual machine (version
1.4.2 or above) installed in a computer. Then one has to write a configuration file de-
scribing the NEP. The jNEP user guide (available at http://jnep.e-delrosal.net) contains
the details concerning the commands and requirements needed to launch jNEP. In this
section, we want to focus on the configuration file which has to be written before running
the program, since it has some complex aspects important to be aware of the potentials
and possibilities of jNEP.

The configuration file is an XML file specifying all the features of the NEP. Its syntax
is described below in BNF format, together with a few explanations. Since BNF grammars
are not capable of expressing context-dependent aspects, context-dependent features are
not described here. Most of them have been explained informally in the previous sections.
Note that the traditional characters <> used to identify non-terminals in BNF have been
replaced by [] to avoid confusion with the use of the <> characters in the XML format.

- [configFile] ::= ¡?xml version=”1.0”?¿ ¡NEP nodes=“[integer]”¿ [alphabetTag] [graphTag] [processorsTag] [stoppingCon-
ditionsTag] ¡/NEP¿

- [alphabetTag] ::= ¡ALPHABET symbols=“[symbolList]”/¿

- [graphTag] ::= ¡GRAPH¿ [edge] ¡/GRAPH¿

- [edge] ::= ¡EDGE vertex1=“[integer]” vertex2=“[integer]”/¿ [edge]

- [edge] ::= λ

- [processorsTag] ::= ¡EVOLUTIONARY PROCESSORS¿ [nodeTag] ¡/EVOLUTIONARY PROCESSORS¿

The above rules show the main structure of the NEP: the alphabet, the graph (specified
through its vertices) and the processors. It is worth remembering that each processor is
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identified implicitly by its position in the processors tag (first one is number 0, second is
number 1, and so on).

- [stoppingConditionsTag] ::= ¡STOPPING CONDITION¿ [conditionTag] ¡/STOPPING CONDITION¿

- [conditionTag] ::= ¡CONDITION type=“MaximumStepsStoppingCondition” maximum=“[integer]”/¿ [conditionTag]

- [conditionTag] ::= ¡CONDITION type=“WordsDisappearStoppingCondition” words=“[wordList]”/¿ [conditionTag]

- [conditionTag] ::= ¡CONDITION type=“ConsecutiveConfigStoppingCondition”/¿ [conditionTag]

- [conditionTag] ::= ¡CONDITION type=“NonEmptyNodeStoppingCondition” nodeID=“[integer]”/¿ [conditionTag]

- [conditionTag] ::= λ

The syntax of the stopping conditions shows that a NEP can have several stopping
conditions. The first one which is met causes the NEP to stop. The different types try to
cover most of the stopping conditions used in the literature. If needed, more of them can
be added to the system easily.

At this moment jNEP supports 4 stopping conditions, the jNEP user guide explains
their semantics in detail:

1. ConsecutiveConfigStoppingCondition: It produces the NEP to stop if two
consecutive configurations are found as communication and evolutionary steps are
performed.

2. MaximumStepsStoppingCondition: It produces the NEP to stop after a max-
imum number of steps.

3. WordsDisappearStoppingCondition: It produces the NEP to stop if none of
the words specified are in the NEP. It is useful for generative NEPs where the lack
of non-terminals means that the computation have reached its goal.

4. NonEmptyNodeStoppingCondition: It produces the NEP to stop if one of the
nodes is non-empty. Useful for NEPs with an output node.

- [nodeTag] ::= ¡NODE initCond=”[wordList]” [auxWordList]¿ [evolutionaryRulesTag] [nodeFiltersTag] ¡/NODE¿ [node-
Tag]

- [nodeTag] ::= λ

- [auxWordList] ::= λ — auxiliaryWords=”[wordList]”

- [evolutionaryRulesTag] ::= ¡EVOLUTIONARY RULES¿ [ruleTag] ¡/EVOLUTIONARY RULES¿

- [ruleTag] ::= ¡RULE ruleType=“[ruleType]” actionType=“[actionType]” symbol=“[symbol]” newSymbol=“[symbol]”/¿
[ruleTag]

- [ruleTag] ::= ¡RULE ruleType=”splicing” wordX=“[symbolList]” wordY=“[symbolList]” wordU=
“[symbolList]” wordV=“[symbolList]”/¿ [ruleTag]

- [ruleTag] ::= ¡RULE ruleType=”splicingChoudhary” wordX=“[symbolList]” wordY=“[symbolList]” wordU=“[symbolList]”
wordV=“[symbolList]”/¿ [ruleTag]

- [ruleTag] ::= λ

- [ruleType] ::= insertion — deletion — substitution

- [actionType] ::= LEFT — RIGHT — ANY
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- [nodeFiltersTag] ::= [inputFilterTag] [outputFilterTag]

- [nodeFiltersTag] ::= [inputFilterTag]

- [nodeFiltersTag] ::= [outputFilterTag]

- [nodeFiltersTag] ::= λ

- [inputFilterTag] ::= ¡INPUT [filterSpec]/¿

- [outputFilterTag] ::= ¡OUTPUT [filterSpec]/¿

- [filterSpec] ::= type=[filterType] permittingContext=“[symbolList]” forbiddingContext=“[symbolList]”

- [filterSpec] ::= type=“SetMembershipFilter” wordSet=“[wordList]”

- [filterSpec] ::= type=“RegularLangMembershipFilter” regularExpression=“[regExpression]”

- [filterType] ::= 1 — 2 — 3 — 4

Above, we describe the elements of the processors: their initial conditions, rules, and
filters. jNEP treats rules with the same philosophy as in the case of stopping conditions,
which means that our systems supports almost all kinds found in the literature at the
moment and, more important, future types can also be added.

jNEP can work with any of the rules found in the original model [1, 12, 2]. Moreover,
we support splicing rules, which are needed to simulate a derivation of the original model
presented in [14] and [10]. The two splicing rule types are slightly different. It is important
to note that if you use Manea’s splicing rules, you may need to create an auxiliary word
set for those processor with splicing rules.

With respect to filters, jNEP is prepared to simulate nodes with filters based on
random context conditions. To be more specific, any of the four filter types traditionally
used in the literature since [13]. Besides, jNEP is capable of creating filters based in
membership conditions. A few works use them, for instance [1]. They are in some way
non-standard and could be defined as follows:

1. SetMembershipFilter: It permits to pass only words that are included in a spe-
cific set.

2. RegularLangMembershipFilter: This filter contains a regular language to which
words need to belong. The language have to be defined as a Java regular expression.

We will finish the explanation of the grammar for our xml files with the rules needed
to describe some of the pending non-terminals. They are typical constructs for lists of
words, list of symbols, boolean and integer data and regular expressions.

- [wordList] ::= [symbolList] [wordList]

- [wordList] ::= λ

- [symbolList] ::= a string of symbols separated by the character ’\_’

- [boolean] ::= true — false

- [integer] ::= an integer number

- [regExpression] ::= a Java regular expression

The reader may refer to the jNEP user guide for further detailed information.
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3.1 An example: solving the SAP problem with linear resources

Reference [10] describes a NEP with splicing rules (ANSP) which solves the boolean
satisfiability problem (SAT) with linear resources, in terms of the complexity classes also
present in [10].

ANSP stands for Accepting Networks of Splicing Processors. In sort, a ANSP is a
NEP where the transformation rules of its nodes are splicing rules. The transformation
performed by those rules is very similar to the genetic crossover. To be more precise, a
splicing rule σ is a quadruple of words written as σ = [(x, y); (u, v)]. Given this splicing
rule σ and two words (w,z), the action of σ on (w,z) is defined as follows:

σ(w, z) = {t | w = αxyβ, z = γuvδ for any words α, β, γ, δ and t = αxvδ or t = γuyβ}

We can use jNEP to actually build and run the ANSP that solves the boolean satisfi-
ability problem (SAT). We will see how the features of NEPs and the splicing rules can
be used to tackle this problem. The following is a broad summary of the configuration
file for such a ANSP, applied to the solution of the SAT problem for three variables. The
entire file can be downloaded from jnep.e-delrosal.net.

<NEP nodes="9">

<ALPHABET symbols="A_B_C_!A_!B_!C_AND_OR_(_)_[A=1]_[B=1]_[C=1]_[A=0]_[B=0]_[C=0]_#_UP_{_}_1"/>

<!-- WE IGNORE THE GRAPH TAG TO SAVE SPACE. THIS NEP HAVE A COMPLETE GRAPH -->

<STOPPING_CONDITION>

<CONDITION type="NonEmptyNodeStoppingCondition" nodeID="1"/>

</STOPPING_CONDITION>

<EVOLUTIONARY_PROCESSORS>

<!-- INPUT NODE -->

<NODE initCond="{_(_A_)_AND_(_B_OR_C_)_}" auxiliaryWords="{_[A=1]_# {_[A=0]_# {_[B=1]_#

{_[B=0]_# {_[C=1]_# {_[C=0]_#">

<EVOLUTIONARY_RULES>

<RULE ruleType="splicing" wordX="{" wordY="(" wordU="{_[A=1]" wordV="#"/>

<RULE ruleType="splicing" wordX="{" wordY="(" wordU="{_[A=0]" wordV="#"/>

<RULE ruleType="splicing" wordX="{" wordY="[A=0]" wordU="{_[B=0]" wordV="#"/>

<RULE ruleType="splicing" wordX="{" wordY="[A=0]" wordU="{_[B=1]" wordV="#"/>

<RULE ruleType="splicing" wordX="{" wordY="[A=1]" wordU="{_[B=0]" wordV="#"/>

<RULE ruleType="splicing" wordX="{" wordY="[A=1]" wordU="{_[B=1]" wordV="#"/>

<RULE ruleType="splicing" wordX="{" wordY="[B=0]" wordU="{_[C=0]" wordV="#"/>

<RULE ruleType="splicing" wordX="{" wordY="[B=0]" wordU="{_[C=1]" wordV="#"/>

<RULE ruleType="splicing" wordX="{" wordY="[B=1]" wordU="{_[C=0]" wordV="#"/>

<RULE ruleType="splicing" wordX="{" wordY="[B=1]" wordU="{_[C=1]" wordV="#"/>

</EVOLUTIONARY_RULES>

<FILTERS>

<INPUT type="4" permittingContext=""

forbiddingContext="[A=1]_[B=1]_[C=1]_[A=0]_[B=0]_[C=0]_#_UP_{_}_1"/>

<OUTPUT type="4" permittingContext="[C=1]_[C=0]" forbiddingContext=""/>

</FILTERS>

</NODE>

<!-- OUTPUT NODE -->

<NODE initCond="">

<EVOLUTIONARY_RULES>

</EVOLUTIONARY_RULES>

<FILTERS>

<INPUT type="1" permittingContext="" forbiddingContext="A_B_C_!A_!B_!C_AND_OR_(_)"/>

<OUTPUT type="1" permittingContext=""

forbiddingContext="[A=1]_[B=1]_[C=1]_[A=0]_[B=0]_[C=0]_#_UP_{_}_1"/>

</FILTERS>

</NODE>

<!-- COMP NODE -->

<NODE initCond="" auxiliaryWords="#_[A=0]_} #_[A=1]_} #_} #_1_)_}">

<EVOLUTIONARY_RULES>

<RULE ruleType="splicing" wordX="" wordY="A_OR_1_)_}" wordU="#" wordV="1_)_}"/>

<RULE ruleType="splicing" wordX="" wordY="!A_OR_1_)_}" wordU="#" wordV="1_)_}"/>
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<RULE ruleType="splicing" wordX="" wordY="B_OR_1_)_}" wordU="#" wordV="1_)_}"/>

<RULE ruleType="splicing" wordX="" wordY="!B_OR_1_)_}" wordU="#" wordV="1_)_}"/>

<RULE ruleType="splicing" wordX="" wordY="C_OR_1_)_}" wordU="#" wordV="1_)_}"/>

<RULE ruleType="splicing" wordX="" wordY="!C_OR_1_)_}" wordU="#" wordV="1_)_}"/>

<RULE ruleType="splicing" wordX="" wordY="AND_(_1_)_}" wordU="#" wordV="}"/>

<RULE ruleType="splicing" wordX="" wordY="[A=1]_(_1_)_}" wordU="#" wordV="[A=1]_}"/>

<RULE ruleType="splicing" wordX="" wordY="[A=0]_(_1_)_}" wordU="#" wordV="[A=0]_}"/>

</EVOLUTIONARY_RULES>

<FILTERS>

<INPUT type="1" permittingContext="1" forbiddingContext=""/>

<OUTPUT type="1" permittingContext="" forbiddingContext="#_1"/>

</FILTERS>

</NODE>

<!-- A=1 NODE -->

<NODE initCond="" auxiliaryWords="#_1_)_} #_)_}">

<EVOLUTIONARY_RULES>

<RULE ruleType="splicing" wordX="" wordY="A_)_}" wordU="#" wordV="1_)_}"/>

<RULE ruleType="splicing" wordX="" wordY="(_!A_)_}" wordU="#" wordV="UP"/>

<RULE ruleType="splicing" wordX="" wordY="OR_!A_)_}" wordU="#" wordV=")_}"/>

<RULE ruleType="splicing" wordX="" wordY="B_)_}" wordU="#" wordV="UP"/>

<RULE ruleType="splicing" wordX="" wordY="C_)_}" wordU="#" wordV="UP"/>

</EVOLUTIONARY_RULES>

<FILTERS>

<INPUT type="1" permittingContext="[A=1]" forbiddingContext="[A=0]_1"/>

<OUTPUT type="1" permittingContext="" forbiddingContext="#_UP"/>

</FILTERS>

</NODE>

<!-- A=0 NODE -->

<NODE initCond="" auxiliaryWords="#_1_)_} #_)_}">

<EVOLUTIONARY_RULES>

<RULE ruleType="splicing" wordX="" wordY="OR_A_)_}" wordU="#" wordV=")_}"/>

<RULE ruleType="splicing" wordX="" wordY="(_A_)_}" wordU="#" wordV="UP"/>

<RULE ruleType="splicing" wordX="" wordY="!A_)_}" wordU="#" wordV="1"/>

<RULE ruleType="splicing" wordX="" wordY="B_)_}" wordU="#" wordV="UP"/>

<RULE ruleType="splicing" wordX="" wordY="C_)_}" wordU="#" wordV="UP"/>

</EVOLUTIONARY_RULES>

<FILTERS>

<INPUT type="1" permittingContext="[A=0]" forbiddingContext="[A=1]_1"/>

<OUTPUT type="1" permittingContext="" forbiddingContext="#_UP"/>

</FILTERS>

</NODE>

<!-- NODES FOR ’B’ AND ’C’ ARE ANALOGOUS TO THOSE FOR ’A’. WE DO NOT PRESENT THEM TO SAVE SPACE-->

</EVOLUTIONARY_PROCESSORS>

</NEP>

With this configuration file, at the end of its computation, jNEP outputs the interpreta-
tion which satisfies the logical formula contained in the file, namely:

(_A_)_AND_(_B_OR_C_): {_[C=0]_[B=1]_[A=1]_}{_[C=1]_[B=1]_[A=1]_}{_[C=1]_[B=0]_[A=1]_}

This ANSP is able to solve any formula with three variables. The formula to be solved
must be specified as the value of the initCond attribute for the input node.

*************** NEP INITIAL CONFIGURATION ***************

--- Evolutionary Processor 0 ---

{_(_A_)_AND_(_B_OR_C_)_}

Our ANSP works as follows. Firstly, the first node creates all the possible combinations
for the 3 variables values. We show below the jNEP output for the first step:

*************** NEP CONFIGURATION - EVOLUTIONARY STEP - TOTAL STEPS: 1 ***************
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--- Evolutionary Processor 0 ---

{_# {_[A=1]_(_A_)_AND_(_B_OR_C_)_}

{_[A=0]_(_A_)_AND_(_B_OR_C_)_}

the splicing rules of the initial node has appended the two possible values of A to two copies of the logical
formula. The concerning rules are:

<RULE ruleType="splicing" wordX="{"

wordY="(" wordU="{_[A=1]" wordV="#"/> <RULE ruleType="splicing"

wordX="{" wordY="(" wordU="{_[A=0]" wordV="#"/>

This kind of rules (Manea’s splicing rules) uses some auxiliary words that are never
removed from the nodes. In our ANSP we use the following auxiliary words:

auxiliaryWords="{_[A=1]_# {_[A=0]_#

{_[B=1]_# {_[B=0]_# {_[C=1]_# {_[C=0]_#"

The end of this first stage arise after 2n − 1 steps, where n is the number of variables:

--- Evolutionary Processor 0 ---

{_# {_[C=0]_[B=0]_[A=0]_(_A_)_AND_(_B_OR_C_)_}

{_[C=0]_[B=0]_[A=1]_(_A_)_AND_(_B_OR_C_)_}

{_[C=1]_[B=0]_[A=0]_(_A_)_AND_(_B_OR_C_)_}

{_[C=1]_[B=0]_[A=1]_(_A_)_AND_(_B_OR_C_)_}

{_[C=0]_[B=1]_[A=0]_(_A_)_AND_(_B_OR_C_)_}

{_[C=0]_[B=1]_[A=1]_(_A_)_AND_(_B_OR_C_)_}

{_[C=1]_[B=1]_[A=0]_(_A_)_AND_(_B_OR_C_)_}

{_[C=1]_[B=1]_[A=1]_(_A_)_AND_(_B_OR_C_)_}

We would like to remark that NEPs take advantage of the possibility of applying all the
rules to one word in the same step. This is because the model states that each word has in
an arbitrary number of copies in its processor. Therefore, the above task (which is Θ(2n))
can be completed in n steps, since each step double the number of words by including to
each word a new variable with the value 1 or 0.

After this first stage, the words can leave the initial node and travel to the rest of
the nodes. In the net, there is one node per variable and value, in other words, there
is one node for A = 1, another for C = 0 and so on. Each of this node reduces, from
right to left, the word formula according to the variable values. For example, the sixth
node is the responsible for C = 1 and, thus, makes the following modification to the word
{_[C=1]_[B=1]_[A=1]_(_A_)_AND_(_B_OR_C_)_}:

{_[C=1]_[B=1]_[A=1]_(_A_)_AND_(_B_OR_C_)_} =⇒

{_[C=1]_[B=1]_[A=1]_(_A_)_AND_(_B_OR_1_)_}

However, the ninth node is responsible for C = 0 and, therefore, produces the following
change:

{_[C=0]_[B=1]_[A=1]_(_A_)_AND_(_B_OR_C_)_} =⇒

{_[C=0]_[B=1]_[A=1]_(_A_)_AND_(_B_)_}

In this way, the nodes share the results of their modifications until one of them produces a
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word where the formula is empty and, thus, it only contains the left side with the variable
values. This kind of words is allowed to pass the input filter of the output node, therefore,
they will enter it. At this point the NEP halts, since the stopping condition of the NEP
says that a non-empty output node is the signal to stop the computation.

For more details we refer to [10] and the implementation in jnep.e-delrosal.net.

4 Conclusions and further research lines

jNEP is one of the first and more complete implementations of the family of abstract
computing devices called NEPs.

jNEP simulates not only the basic model, but also some of its variants, and is able to
run on clusters of computers.

We would like to remark that NEP performance is improved thanks to the following
decisions:

• Each processor contains as much copies as it needs of its strings without any addi-
tional restriction.

• All these words are simultaneously modified by the rules of the processors in the
same step.

• All the processors in the net perform simultaneously their steps, that is, all the
communication steps are done at the same time as well as all the evolutionary
steps.

These kind of decisions (inherent parallelism and an unrestricted amount of available
memory) are frequent in the so called natural computing devices and usually are needed
to get polynomial performance for NP problems.

In the future we plan to offer full access to the cluster version by means of the web.
We also plan to develop a graphic user interface to ease the definition of the NEP being
simulated and a graphic module to show the evolution of the computations.

jNEP will be used as a module in the design of an automatic programming method-
ology to design NEPs to solve a given problem.
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Soft Computing for Intelligent Systems

Imre J. Rudas and János Fodor

Abstract: Intelligent systems are developed for handling problems in which algo-

rithmic solutions require “almost infinite” amount of computation, or even more:

there exist no algorithms for solving them. An overview of features and constituents

of intelligent systems are given, with special emphasis on soft computing techniques

and computational intelligence. Essential features of fuzzy logic, neural networks

and evolutionary computing are briefly summarized. Characteristics of hybrid sys-

tems are also touched upon.

Keywords: intelligent systems, soft computing, computational intelligence, hybrid
systems.

1 Introduction

Engineering and science problems may be divided into two main categories: is intelli-
gence required to solve them or not? Some problems can be solved by using numerical
algorithms; the theory behind is known, necessary equations can be formulated. Such
problems may require high-performance computing, but no intelligence: just press the
key and wait for the answer. On the other hand, some problems may be easily formu-
lated, but all algorithms solving them need almost infinite amount of computations to
solve them. Even more: other problems have no algorithms at all.

Problems where solution requires intelligence include perception (e.g. recognition of
signals, phoneme recognition, olfactory signals - first step in robotics), computer vision
problems (e.g. face recognition), hand-written character recognition, control in robotics
and nonlinear complex systems), medical applications (diagnosis, interpretation of medical
images and biomedical signals), playing complex games (like go or strategic war games),
natural language analysis problems (understanding of meaning of sentences).

The main aim of the present paper is to give an overview of diverse features and
constituents of intelligent systems. After highlighting the notion of computational intel-
ligence and its relationship to artificial intelligence, we go on with soft computing, and
hybrid systems close the paper. We also refer to our paper [18].

2 Intelligent Systems

Intelligent systems (IS) provide a standardized methodological approach to solve impor-
tant and fairly complex problems and obtain consistent and reliable results over time
[3]. Extracting from diverse dictionaries, intelligence means the ability to comprehend;
to understand and profit from experience. There are, of course, other meanings such as
ability to acquire and retain knowledge; mental ability; the ability to respond quickly and
successfully to a new situation; etc.

The definition of intelligent systems is a difficult problem and is subject to a great
deal of debate. From the perspective of computation, the intelligence of a system can
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be characterized by its flexibility, adaptability, memory, learning, temporal dynamics,
reasoning, and the ability to manage uncertain and imprecise information [11].

Independently from the definition, there is not much doubt that artificial intelligence
(AI) is an essential basis for building intelligent systems. According to [19], AI consists
of two main directions. One is humanistic AI (HAI) that studies machines that think
and act like humans. The other one is rationalistic AI (RAI) that examines machines
that can be built on the understanding of intelligent human behaviour. Here are some
illustrative explanations from [11] where references to their original sources can also be
found.

HAI is the art of creating machines that perform functions that require intelligence
when performed by people. It is the study of how to make computers do things at which,
at the moment, people are better. RAI is a field of study that seeks to explain and
emulate intelligent behavior in terms of computational processes. It is the branch of
computer science that is concerned with the automation of intelligent behavior.

Intelligent systems as seen nowadays have more to do with rationalistic than with
humanistic AI. In addition to HAI features, IS admits intelligent behaviour as seen in
nature as a whole; think, for example, on evolution, chaos, natural adaptation as intelli-
gent behaviour. Moreover, IS are motivated by the need to solve complex problems with
improving efficiencies.

Based on these and other similar considerations, an acceptable definition of intelligent
systems was formulated in [11]. We adopt it here as follows.

An intelligent system is a system that emulates some aspects of intelligence
exhibited by nature. These include learning, adaptability, robustness across
problem domains, improving efficiency (over time and/or space), information
compression (data to knowledge), management of uncertain and imprecise
information, extrapolated reasoning.

3 Computational Intelligence

The development of digital computers made possible the invention of human engineered
systems that show intelligent behaviour or features. The branch of knowledge and science
that emerged together and from such systems is called artificial intelligence. Instead of
using this general name to cover practically any approach to intelligent systems, the AI
research community restricts its meaning to symbolic representations and manipulations
in a top-down way [4]. In other words, AI builds up an intelligent system by studying
first the structure of the problem (typically in formal logical terms), then formal reasoning
procedures are applied within that structure.

Alternatively, non-symbolic and bottom-up approaches (in which the structure is dis-
covered and resulted from an unordered source) to intelligent systems are also known. The
conventional approaches for understanding and predicting the behavior of such systems
based on analytical techniques can prove to be inadequate, even at the initial stages of
establishing an appropriate mathematical model. The computational environment used
in such an analytical approach may be too categoric and inflexible in order to cope with
the intricacy and the complexity of the real world industrial systems. It turns out that
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in dealing with such systems, one has to face a high degree of uncertainty and tolerate
imprecision, and trying to increase precision can be very costly [16].

In the face of difficulties stated above fuzzy logic (FL), neural networks (NN) and
evolutionary computation (EC) were integrated under the name computational intelligence
(CI) as a hybrid system. Despite the relatively widespread use of the term CI, there is no
commonly accepted definition of the term.

The birth of CI is attributed to the IEEE World Congress on Computational Intelli-
gence in 1994 (Orlando, Florida). Since that time not only a great number of papers and
scientific events have been dedicated to it, but numerous explanations of the term have
been published. In order to have a brief outline of history of the term the founding and
most interesting definitions will be summarized now.

The first one was proposed by Bezdek [1] as follows.

A system is called computationally intelligent if it deals only with numeri-
cal (low-level) data, has a pattern recognition component, and does not use
knowledge in the AI sense; and additionally, when it (begins to) exhibit (i)
computational adaptivity; (ii) computational fault tolerance; (iii) speed ap-
proaching human-like turnaround, and (iv) error rates that approximate hu-
man performance.

Notice how the role of pattern recognition is emphasized here. In addition, remark
that Bezdek concerns an artificially intelligent system as a CI system whose “added value
comes from incorporating knowledge in a nonnumerical way.”

In [14], one of the pioneering publications on computational intelligence, Marks defined
CI by listing the building blocks being neural nets, genetic algorithms, fuzzy systems, evo-
lutionary programming, and artificial life. Note that in more recent terminology genetic
algorithms and evolutionary programming are called by the common name evolutionary
computing.

In the book [6] Eberhart et al. formulated their own definition and its relationship to
the one of Bezdek.

Computational intelligence is defined as a methodology involving computing
that exhibits an ability to learn and/or deal with new situations such that
the system is perceived to possess one or more attributes of reason, such as
generalisation, discovery, association, and abstraction.

Eberhart et al. stress adaptation rather than pattern recognition (Bezdek). They say
it explicitly: computational intelligence and adaptation are synonymous. That is, in this
sense CI do not rely on explicit human knowledge [9]. Notice that adaptability is one of
the key features of intelligent systems also in the first definition above.

Closing this section, we briefly recall three typical opinions on the relationship between
AI and CI, leaving to the reader to judge them.

In [14] Marks wrote: “Although seeking similar goals, CI has emerged as a sovereign
field whose research community is virtually distinct from AI.” This opinion declares that
CI means an alternative to AI.

Bezdek in [1], after an analysis based on three levels of system complexity, came up
with the conclusion that CI is a subset of AI. This viewpoint was criticized in [6].
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Fogel formulated a third opinion in [9]. Starting from adaptation as the key feature
of intelligence, and observing that traditional symbolic AI systems do not adapt to new
problems in new ways, he declares that AI systems emphasize artificial and not the
intelligence. Thus, it may be inferred that AI systems are not intelligent, while CI systems
are.

4 Soft Computing

Prof. Lotfi A. Zadeh [20] proposed a new approach for Machine Intelligence, separating
Hard Computing techniques based Artificial Intelligence from Soft Computing techniques
based Computational Intelligence (Figure 1).

Figure 1: Artificial Intelligence vs. Computational Intelligence

Hard computing is oriented towards the analysis and design of physical processes and
systems, and has the characteristics precision, formality, categoricity. It is based on
binary logic, crisp systems, numerical analysis, probability theory, differential equations,
functional analysis, mathematical programming, approximation theory and crisp software.

Soft computing is oriented towards the analysis and design of intelligent systems. It
is based on fuzzy logic, artificial neural networks and probabilistic reasoning including
genetic algorithms, chaos theory and parts of machine learning and has the attributes of
approximation and dispositionality.

Although in hard computing imprecision and uncertainty are undesirable properties,
in soft computing the tolerance for imprecision and uncertainty is exploited to achieve an
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acceptable solution at a low cost, tractability, high Machine Intelligence Quotient (MIQ).
Prof. Zadeh argues that soft computing, rather than hard computing, should be viewed
as the foundation of real machine intelligence.

Soft computing, as he explains, is

• a consortium of methodologies providing a foundation for the conception and design
of intelligent systems,

• aimed at a formalization of the remarkable human ability to make rational decision
in an uncertain and imprecise environment.

The guiding principle of soft computing is: Exploit the tolerance for imprecision, un-
certainty and partial truth to achieve tractability, robustness, low solution cost and better
rapport with reality.

Fuzzy logic (FL) is mainly concerned with imprecision and approximate reasoning,
neural networks (NN) mainly with learning and curve fitting, evolutionary computation
(EC) with searching and optimization. FL systems are based on knowledge-driven rea-
soning, while NN and EC are data-driven approaches.

The main reason for the popularity of soft computing is the synergy derived from its
components. SCs main characteristic is its intrinsic capability to create hybrid systems
that are based on an integration of constituent technologies. This integration provides
complementary reasoning and searching methods that allow us to combine domain knowl-
edge and empirical data to develop flexible computing tools and solve complex problems.

The experiences gained over the past decade have also stressed that it can be more ef-
fective to use SC technologies in a combined manner, rather than exclusively. For example
an integration of fuzzy logic and neural nets has already become quite popular (neuro-
fuzzy control) with many diverse applications, ranging from chemical process control to
consumer goods.

The constituents and the characteristics of hard and soft computing are summarized
in Table I.

4.1 Fuzzy Logic

Fuzziness refers to nonstatistical imprecision and vagueness in information and data. Most
concepts dealt with or described in our world are fuzzy. In classical logic, known as crisp
logic, an element either is or is not a member of a set. That is, each element has a
membership degree of either 1 or 0 in the set. In a fuzzy set, fuzzy membership values
reflect the membership grades of the elements in the set. Membership function is the
basic idea in fuzzy set theory based on fuzzy logic, which is the logic of “approximate
reasoning.” It is a generalization of conventional (two-valued, or crisp) logic. Fuzzy sets
model the properties of imprecision, approximation, or vagueness. Fuzzy logic solves
problems where crisp logic would fail.

Fuzzy logic gives us a language, with syntax and local semantics, in which we can
translate qualitative knowledge about the problem to be solved. In particular, FL allows
us to use linguistic variables to model dynamic systems. These variables take fuzzy
values that are characterized by a label (a sentence generated from the syntax) and
a meaning (a membership function determined by a local semantic procedure). The



190 Imre J. Rudas and János Fodor

meaning of a linguistic variable may be interpreted as an elastic constraint on its value.
These constraints are propagated by fuzzy inference operations, based on the generalized
modus ponens. This reasoning mechanism, with its interpolation properties, gives FL a
robustness with respect to variations in the system’s parameters, disturbances, etc., which
is one of FL’s main characteristics [2].

Fuzzy logic is being applied in a wide range of applications in engineering areas ranging
from robotics and control to architecture and environmental engineering. Other areas of
application include medicine, management, decision analysis, and computer science. New
applications appear almost daily. Two of the major application areas are fuzzy control
and fuzzy expert systems.

4.2 Neural Networks

An artificial neural network (briefly: neural network) is an analysis paradigm that is
roughly modeled after the massively parallel structure of the brain. It simulates a highly
interconnected, parallel computational structure with many relatively simple individual
processing elements. It is known for its ability to deal with noisy and variable information.
For much more details on neural networks we refer to [8].

Based on some earlier ideas, Rosenblatt was the first who proposed the perceptron (a
single-layer feedforward network) and showed that it can be used for pattern classification
[15]. However, it turned out later that single-layer perceptrons cannot separate nonlinear
or nonconvex regions. With the introduction of backpropagation, a new way opened to
train multi-layered, feed-forward networks with nonlinear activation functions. Feedfor-
ward multilayer NNs are computational structures that can be trained to learn patterns
from examples. They are composed of a network of processing units or neurons. Each
neuron performs a weighted sum of its input, using the resulting sum as the argument
of a non-linear activation function. One can use a training set that samples the relation
between inputs and outputs, and a learning method that trains their weight vector to
minimize a quadratic error function [2].

There are five areas where neural networks are best applicable [7]:

• Classification;

• Content Addressable Memory or Associative Memory;

• Clustering or Compression;

• Generation of Sequences or Patterns;

• Control Systems.

4.3 Evolutionary Computing

Evolutionary computing (EC) comprises machine learning optimization and classifica-
tion paradigms roughly based on mechanisms of evolution such as biological genetics and
natural selection. EC algorithms exhibit an adaptive behavior that allows them to han-
dle non-linear, high dimensional problems without requiring differentiability or explicit
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knowledge of the problem structure. These algorithms are very robust to time-varying
behavior, even though they may exhibit low speed of convergence [2].

The evolutionary computation field includes genetic algorithms, evolutionary program-
ming, genetic programming, evolution strategies, and particle swarm optimization. It is
known for its generality and robustness. Genetic algorithms are search algorithms that
incorporate natural evolution mechanisms, including crossover, mutation, and survival
of the fittest. They are used for optimization and for classification. Evolutionary pro-
gramming algorithms are similar to genetic algorithms, but do not incorporate crossover.
Rather, they rely on survival of the fittest and mutation. Evolution strategies are similar
to genetic algorithms but use recombination to exchange information between population
members instead of crossover, and often use a different type of mutation as well. Genetic
programming is a methodology used to evolve computer programs. The structures being
manipulated are usually hierarchical tree structures. Particle swarm optimization flies
potential solutions, called particles, through the problem space. The particles are acceler-
ated toward selected points in the problem space where previous fitness values have been
high.

Evolutionary algorithms have been applied in optimization to multiple-fault diagno-
sis, robot track determination, schedule optimization, conformal analysis of DNA, load
distribution by an electric utility, neural network explanation facilities, and product ingre-
dient mix optimization. Classification applications include rule-based machine learning
systems and classifier systems for high-level semantic networks. An application area of
both optimization and classification is the evolution of neural networks.

5 Hybrid Systems

Hybrid systems combine two or more individual technologies (fuzzy logic, neural net-
works and genetic algorithms) for building intelligent systems. The individual technolo-
gies represent the various aspects of human intelligence that are necessary for enhancing
performance. However, all individual technologies have their constraints and limitations.
Having the possibility to put two or more of them together in a hybrid system increases the
systems capabilities and performance, and also leads to a better understanding of human
cognition. Over the past decade we have seen an increasing number of hybrid algorithms,
in which two or more soft computing technologies have been integrated to leverage the
advantages of individual approaches. By combining smoothness and embedded empirical
qualitative knowledge with adaptability and general learning ability, these hybrid systems
improve the overall algorithm performance [2]. Examples of such combinations include
the following ones:

• fuzzy logic controller tuned by neural networks;

• fuzzy logic controller tuned by evolutionary computing;

• synthesis and tuning of neural networks by evolutionary computing;

• neural networks controlled by fuzzy logic;

• evolutionary computing controlled by fuzzy logic.
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Table I. The constituents and the characteristics of hard and soft computing after [16].

Hybrid systems illustrates the interaction of knowledge and data in soft computing.
To tune knowledge-derived models we first translate domain knowledge into an initial
structure and parameters and then use global or local data search to tune the parameters.
To control or limit search by using prior knowledge we first use global or local search to
derive the models (structure + parameters), we embed knowledge in operators to improve
global search, and we translate domain knowledge into a controller to manage the solution
convergence and quality of the search algorithm [2].

Several models are used for integrating intelligent systems. The one used in [10]
classifies hybrid architectures into the following four categories:

Combination: typical hybrid architecture of this kind is a sequential combination of
neural networks and rule- or fuzzy rule-based systems.

Integration: this architecture usually uses three or more individual technologies and
introduces some hierarchy among the individual subsystems. For example, one subsystem
may be dominant and may distribute tasks to other subsystems.

Fusion: a tight-coupling and merging architecture, usually based on the strong math-
ematical optimization capability of genetic algorithms and neural networks. When other
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techniques incorporate these features, the learning efficiency of the resulting system is
increased.

Association: the architecture that includes different individual technologies, inter-
changing knowledge and facts on a pairwise basis.

Lotfi A. Zadeh expectation was explained as follows: “in coming years, hybrid systems
are likely to emerge as a dominant form of intelligent systems. The ubiquity of hybrid
systems is likely to have a profound impact on the ways in which man-made systems are
designed, manufactured, deployed and interacted with.”

Fuzzy logic is mainly concerned with imprecision and approximate reasoning, neural
networks mainly with learning and curve fitting, evolutionary computation with searching
and optimization. Table II gives a comparison of their capabilities in different application
areas, together with those of control theory and artificial intelligence.

Table II. after [17]

Explanation of Symbols: Good=Good or suitable, Fair=Fair, Needs=Needs some other
knowledge or techniques, X=Unsuitable or does not require.

Hybrid systems illustrates the interaction of knowledge and data in soft computing.
To tune knowledge-derived models we first translate domain knowledge into an initial
structure and parameters and then use global or local data search to tune the parameters.
To control or limit search by using prior knowledge we first use global or local search to
derive the models (structure + parameters), we embed knowledge in operators to improve
global search, and we translate domain knowledge into a controller to manage the solution
convergence and quality of the search algorithm.

6 Summary

In this paper we gave an overview of intelligent systems, computational intelligence and
soft computing, and hybrid systems. The notions have been discussed in considerable
details. Essential features were highlighted together with typical applicational areas.
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New Parallel Programming Language Design: A
Bridge between Brain Models and

Multi-Core/Many-Core Computers?

Gheorghe Stefanescu and Camelia Chira

Abstract: The recurrent theme of this paper is that sequences of long temporal pat-

terns as opposed to sequences of simple statements are to be fed into computation de-

vices, being them (new proposed) models for brain activity or multi-core/many-core

computers. In such models, parts of these long temporal patterns are already com-

mitted while other are predicted. This combination of matching patterns and mak-

ing predictions appears as a key element in producing intelligent processing in brain

models and getting efficient speculative execution on multi-core/many-core comput-

ers. A bridge between these far-apart models of computation could be provided by

appropriate design of massively parallel, interactive programming languages. Agapia

is a recently proposed language of this kind, where user controlled long high-level

temporal structures occur at the interaction interfaces of processes. In this paper,

we link Agapia with HTMs brain models and with TRIPS multi-core/many-core

architectures.

1 Introduction

We live in a paradox. On the one hand, recent technological advances suggest the possible
transition to powerful multi-core/many-core computers in the near future. However, in
order to be economically viable, such a major shift must be accompanied with a similar
shift in software, where parallel programming should enter the mainstream of program-
ming practice becoming the rule rather than the exception. Briefly, programs eager for
more computing power are badly needed. On the other hand, there is a critical view that
the promises of AI (Artificial Intelligence) are still to be fulfilled. No matter how much
computer power we would have, the critics say, the advances in key AI areas as image
recognition or understanding spoken languages will be slow. This means that the current
AI approach is, according to critics, faulty.

AI already had a major restructuring in the nineties, by adopting the agent-oriented
paradigm as a major research topic.1 Jeff Hawkins [6] proposes another restructuring
of AI by taking a closer look to the human brain. According to Hawkins, the efficient
modelling of the human brain is of crucial importance if we really want to understand
why human beings are so powerful on recognizing images or performing other similar
tasks for which computers are still notoriously weak. Following suggestions provided by
the anatomical structure of the brain, he proposes to use HTMs (Hierarchical Temporal
Memories), hierarchical networks of nodes which work together processing continuous
flows of data. While most of the pieces have been already used by other approaches (neural
networks, associative memories, learning machines, interactive computing models, etc.),
Hawkins stresses out the importance of having a unitary, coherent approach. In his view,

1See [2] for a recent presentation, centered on the use of agents for cooperative design in a distributed
environment.
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Figure 1: Hierarchical Temporal Memories

the interplay between a systematic study of the brain and a creative design approach for
developing intelligent machines is the solution to the current AI crisis.

Our paper briefly presents HTMs and other key elements of Hawkins model of the
brain [6]. Furthermore, it describes the specific features of a particular architecture called
TRIPS (Tera-op, Reliable, Intelligently adaptive Processing System) for multi-core/many-
core computers [1]. The main contribution of the paper might be the suggestion that
Agapia, a recently proposed language for massively parallel, interactive programs [4, 7],
or similar languages, can potentially be a bridge between brain models, such as those
using HTMs, and multi-core/many-core computers, particularly those using the TRIPS
architectures. To strengthen the suggestion, the paper shows how Agapia programs for
modeling HTMs can be developed and sketches an approach for compiling and running
Agapia programs on TRIPS computers.

2 HTMs - models for brain activity

Understanding brain activity was and still is so difficult that even speculative theories on
“how the brain could work” are rare. In a recent book “On Intelligence” [6], Hawkins
proposes a computation model that may explain the striking differences between the
current computers and the brain capabilities, especially in such areas as visual pattern
recognition, understanding spoken language, recognizing and manipulating objects by
touch, etc. Hawkins includes a rich set of biological evidences on the anatomical structure
of the brain that may support his computation model.

The model uses HTMs (Hierarchical Temporal Memories) to build up intelligent de-
vices. HTMs consist of hierarchical tree-like P2P networks where each node runs a similar
learning and predicting algorithm. The adequacy of these HTMs to discover the hidden
structure of our outside world lies in the belief on the hierarchical structure of the world
itself.

Fig. 1 illustrates various types of HTMs. On the left, they are simple tree structures.
On the right, an example of an HTM with shared subtrees is given. This latter exam-
ple shows that generally HTMs could have a DAG (Directly Acyclic Graph) structure.
However, as the processing flow may go up and down, or even between nodes at the same
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level, the resulting graphs are pretty general. The hierarchical structure is useful mostly
as a conceptual approach for understanding the complicated structure and the complex
activity of the brain.

Getting the right level of processing. Briefly, the activity of a mature brain is as
follows. At each node, sequences of temporal patterns arrive and are classified according
to a learned schema. When this process is fully done, the patterns are replaced by short
codes of the classes they were classified into and the sequences of these codes are forwarded
to an upper node in the HTM hierarchy. This resembles the situation in a hierarchically
structured company where an employee tells his/her superior “I have done this and this
and this...,” without entering into details. During the classification process, a node may
look at a few starting temporal data from its incoming pattern, guesses the class the
pattern falls into, and predicts the rest of the sequence. This gives a robust processing in
the case the input data are partially ambiguous or have errors.

Except for the explained forward flow of information in a HTM, there is also a feedback
flow from upper to lower nodes in the hierarchy. In the case a pattern can not be certainly
classified by a node, the node might forward the full pattern to his/her upper node in the
HTM hierarchy asking for help. Using the above analogy, this is like an employee telling
his/her superior “You see, I do not know what to do in this case. Could you help me?”
Depending on the experience of the HTM (or of the brain that the HTM models), the
process of getting the right level of processing of the input patterns may be at a lower or
a higher level in the hierarchy. Experienced HTMs/brains tend to fully process the input
patterns at lower levels, while inexperienced ones, for instance those found in a learning
process, tend to process the input patterns at higher levels in the hierarchy. Once a
learned process is stable at a hierarchy level, it can be shifted “down to the hierarchy” for
latter processing. This way, upper levels of the hierarchy become free and may process
more abstract patterns, concepts, or thoughts.

Associations. The focus in the previous paragraph was on the vertical structure in this
HTM hierarchical model of the brain: how to learn and classify the incoming pattern in
isolation. Actually, the brain and the corresponding HTM models have very powerful
association mechanisms. These association mechanisms act either directly at a given level
in a hierarchy (nodes are informed on the activity of their close neighbors), or far-apart via
the hierarchical structure. In the latter case, information from different sensory systems
may be combined (e.g., simultaneous recognition of sounds and visual images) for a better
and faster processing.

Perception and action. While most of the intuition behind the above examples comes
from the human perception system, this HTM model of the brain makes no difference
between the perception and the action mechanisms: the same kind of hierarchal structure
and the same processing mechanisms are present in the motor areas where brain thoughts
are translated into visible behaviors.

Numenta and intelligent machines. The pitfalls of Hawkins’ approach may come
from the yet-to-be-discovered learning and predicting algorithm used in the nodes of the
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HTM models of the brain. While this might take long and might be very difficult to
discover, actually Hawkins has paved another way focusing on using HTMs to build “in-
telligent machines.” His new company Numenta is planing to build computing chips based
on HTM models and using appropriate learning algorithms. Whether these algorithms do
fit or not with the ones used by the brain may be irrelevant - in design, we do not have
to copy the nature: our cars have no legs, our planes have not bird-like wings.

Turing test on intelligence. We close this brief presentation of Hawkins’ model of
the brain with a more philosophical discussion. What is “intelligence” and what it means
for a computer to be “as intelligent as a human being” were (and still are) long debated
questions. Alan Turing has invented Turing machines, a mechanical model of computation
on which the modern computers are based. Turing has proposed this famous Turing test: a
computer is as intelligent as a human being if it is behaviorally equivalent with a human
being. In other words, an external observer can not see a difference between his/her
interaction with a computer or with a human being.

Searle, a fervent critic of this kind of intelligence test, came up with a “Chinese Room”
thought experiment, showing that an English-speaking person following a set of rules (the
analogy of a computer program) can properly answer Chinese-written questions without
actually understanding Chinese. His conclusion is that intelligence and understanding
can not be reduced to behavior.

Hawkins’ model places more emphasis on “prediction” in his attempt to capture a
definition for intelligence. Understanding is closely linked with the capacity of prediction.
Ultimately, understanding and intelligence may be completely internal, in the brain, with-
out any visible external behavior.

Ironically, the seminal paper of Turing contains a remark saying that what he has
introduced is an a-machine, an autonomous one, and there is another notion of s-machine,
an interactive one, which was not considered there. This difference between a closed
and an open (interactive) approach may explain the main difference between Turing and
Hawkins: Turing has used his autonomous machine reducing intelligence to its external
behavior, while Hawkins uses an interactive approach with a sophisticated dance between
the processing of the real input patterns and what the machine expects from its own
prediction.

3 Agapia - a parallel, interactive programming lan-

guage

Interactive computing [5] is a step forward on system modularization. The approach
allows to describe parts of the systems and to verify them in an open environment. A
model for interactive computing systems (consisting of interactive systems with registers
and voices - rv-systems) and a core programming language (for developing rv-programs)
have been proposed in [8] based on register machines and a space-time duality transfor-
mation. Structured programming techniques for rv-systems and a kernel programming
language Agapia have been later introduced [4], with a particular emphasis on developing
a structural spatial programming discipline.
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Structured process interaction greatly simplifies the construction and the analysis
of interactive programs. For instance, method invocation in current OO-programming
techniques may produce unstructured interaction patterns, with free goto’s from a process
to another and should be avoided. Compared with other interaction or coordination
calculi, the rv-systems approach paves the way towards a name-free calculus and facilitates
the development of a modular reasoning with good expectations for proof scalability to
systems with thousands of processes. A new and key element in this structured interaction
model is the extension of temporal data types used on interaction interfaces. These
new temporal data types (including voices as a time-dual version of registers) may be
implemented on top of streams as the usual data types are implemented on top of Turing
tapes.

Agapia [4, 7] is a kernel high-level massively parallel programming language for inter-
active computation. It can be seen as a coordination language on top of imperative or
functional programming languages as C++, Java, Scheme, etc. Typical Agapia programs
describe open processes located at various sites and having their temporal windows of ad-
equate reaction to the environment. The language naturally supports process migration,
structured interaction, and deployment of components on heterogeneous machines. De-
spite of allowing these high-level features, the language can be given simple denotational
and operational semantics based on scenarios (scenarios are two-dimensional running pat-
terns; they can be seen as the closure with respect to a space-time duality transformation
of the running paths used to define operational semantics of sequential programs).

3.1 Scenarios

This subsection briefly presents temporal data, grids, scenarios, and operations on sce-
narios.

Temporal data. What we call “spatial data” are just the usual data occurring in
imperative programming. For them, common data structures and the usual memory
representation may be used. On the other hand, “temporal data” is a name we use for a
new kind of (high-level) temporal data implemented on streams. A stream is a sequence of
data ordered in time. (The time model in Agapia is discrete.) Typically, a stream results
by observing data transmitted along a channel: it exhibits a datum (corresponding to the
channel type) at each clock cycle.

A voice is defined as the time-dual of a register: It is a temporal data structure that
holds a natural number. It can be used (“heard”) at various locations. At each location it
displays a particular value.

Voices may be implemented on top of a stream in a similar way registers are im-
plemented on top of a Turing tape, for instance specifying their starting time and their
length. Most of usual data structures have natural temporal representations. Examples
include timed booleans, timed integers, timed arrays of timed integers, etc.

Grids and scenarios. A grid is a rectangular two-dimensional array containing letters
in a given alphabet. A grid example is presented in Fig. 2(a). The default interpretation is
that columns correspond to processes, the top-to-bottom order describing their progress in
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Figure 2: A grid (a), an abstract scenario (b), and a concrete scenario (c).

time. The left-to-right order corresponds to process interaction in a nonblocking message
passing discipline: a process sends a message to the right, then it resumes its execution.

A scenario is a grid enriched with data around each letter. The data may be given in
an abstract form as in Fig. 2(b), or in a more detailed form as in Fig. 2(c).

The type of a scenario interface is represented as t1; t2; . . . ; tk, where each tk is a tuple
of simple types used at the borders of scenario cells. The empty tuple is also written 0
or nil and can be freely inserted to or omitted form such descriptions. The type of a
scenario is specified as f : 〈w|n〉 → 〈e|s〉, where w, n, e, s are the types for its west, north,
east, south interfaces.

Operations with scenarios. Two interfaces t = t1; t2; . . . ; tk and t′ = t′1; t
′
2; . . . ; t

′
k′ are

equal, written t = t′, if k = k′ and the types and the values of each pair ti, t
′
i are equal.

Two interfaces are equal up to the insertion of nil elements, written t =n t′, if they become
equal by appropriate insertions of nil elements.

Let Idm,p : 〈m|p〉 → 〈m|p〉 denote the constant cells whose temporal and spatial
outputs are the same with their temporal and spatial inputs, respectively; an example is
the center cell in Fig. 3(c), namely Id1,2.

Horizontal composition: Let fi : 〈wi|ni〉 → 〈ei|si〉, i = 1, 2 be two scenarios. Their
horizontal composition f1 ⊲ f2 is defined only if e1 =n w2. For each inserted nil element
in an interface (to make the interfaces e1 and w2 equal), a dummy row is inserted in the
corresponding scenario, resulting a scenario f̄i. The result f1 ⊲ f2 is obtained putting f̄1

on left of f̄2. The operation is briefly illustrated Fig. 3(b). The result is unique up to
insertion or deletion of dummy rows. Its identities are Idm,0, m ≥ 0.

Vertical composition: The definition of vertical composition f1 · f2 (see Fig. 3(a)) is
similar, but now using the vertical dimension. Its identities are Id0,m,m ≥ 0.

Diagonal composition: The diagonal composition f1 • f2 (see Fig. 3(c)) is a derived
operation defined only if e1 =n w2 and s1 =n n2. The result is defined by the formula

f1 • f2 = (f1 ⊲ R1 ⊲ Λ) · (S2 ⊲ Id ⊲ R2) · (Λ ⊲ S1 ⊲ f2).

for appropriate constants R, S, Id, Λ. Its identities are Idm,n,m, n ≥ 0. (The involved
constants R, S, Id, Λ are described below.)

Constants: Except for the defined identities, we use a few more constants. Most of
them can be found in Fig. 3(c): a recorder R (2nd cell in the 1st row), a speaker S (1st
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Figure 3: Operations on scenarios

cell in the 2nd row), an empty cell Λ (3rd cell in the 1st row). Other constants of interest
are: transformed recorders Fig. 3(e) and transformed speakers Fig. 3(g).

3.2 Structured rv-programs

The syntax of structured rv-programs. The basic blocks for constructing structured
rv-programs are called modules. A module gets input data from its west and north
interfaces, process them (applying the module’s code), and delivers the computed outputs
to its east and south interfaces.

On top of modules, structured rv-programs are built up using “if” and both, composi-
tion and iterated composition statements for the vertical, the horizontal, and the diagonal
directions. The composition statements capture at the program level the corresponding
operations on scenarios. The iteration statements are also called the temporal, the spatial,
and the spatio-temporal while statements - their scenario meaning is described below.

The syntax for structured rv-programs is given by the following BNF grammar

P ::= X | if(C)then{P}else{P}| P%P | P#P | P$P
| while t(C){P} | while s(C){P}| while st(C){P}

X ::= module{listen t vars}{read s vars}
{code; }{speak t vars}{write s vars}

This is a core definition of structured rv-programs, as no data types or language for
module’s code are specified. Agapia, to be shortly presented, is a concrete incarnation of
structured rv-programs into a fully running environment.

Notice that we use a different notation for the composition operators on scenarios ·, ⊲, •
and on programs %, #, $; moreover, the extension of the usual composition operator ’;’
to structured rv-programs is denoted by “%”.

Operational semantics. The operational semantics

| | : Structured rv-programs → Scenarios

associates to each program the set of its running scenarios.
The type of a program P is denoted P : 〈w(P )|n(P )〉 → 〈e(P )|s(P )〉,

where w(P )/n(P )/e(P )/s(P ) indicate its types at the west/north/east/south borders.
On each border, the type may be quite complex - the convention is to separate by “,”
the data from within a module and by “;” the data coming from different modules. This
convention applies to both spatial and temporal data.

We say, two interface types match if they have a nonempty intersection.
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Figure 4: The vertical and the horizontal compositions and the “if” statement

Modules. The modules are the starting blocks for building structured rv-programs.
The listen (read) instruction is used to get the temporal (spatial) input and the speak
(write) instruction to return the temporal (spatial) output. The code consists of simple
instructions as in the C code. No distinction between temporal and spatial variables is
made within a module.

A scenario for a module consists of a unique cell, with concrete data on the borders,
and such that the output data are obtained from the input data applying the module’s
code.

Composition. Programs may be composed “horizontally” and “vertically” as long as
their types on the connecting interfaces agree. They can also be composed “diagonally”
by mixing the horizontal and vertical compositions.

For two programs Pi : 〈wi|ni〉 → 〈ei|si〉, i = 1, 2 we define the following composition
operators.

Horizontal composition: P1#P2 is defined if the interfaces e1 and w2 match, see
Fig. 4(middle). The type of the composite is 〈w1|n1; n2〉 → 〈e2|s1; s2〉. A scenario for
P1#P2 is a horizontal composition of a scenario in P1 and a scenario in P2.

Vertical composition: P1%P2 is similar.

Diagonal composition: P1$P2 is defined if e1 matches w2 and s1 matches n2. The type
of the composite is 〈w1|n1〉 → 〈e2|s2〉. A scenario for P1$P2 is a diagonal composition of
a scenario in P1 and a scenario in P2.

If. For two programs Pi : 〈wi|ni〉 → 〈ei|si〉, i = 1, 2, a new program
Q = if (C) then {P1} else {P2} is constructed, where C is a condition involving both,
the temporal variables in w1 ∩ w2 and the spatial variables in n1 ∩ n2, see Fig. 4(right).
The type of the result is Q : 〈w1 ∪ w2|n1 ∪ n2〉 → 〈e1 ∪ e2|s1 ∪ s2〉.

A scenario for Q is a scenario of P1 when the data on west and north borders of
the scenario satisfy condition C, otherwise is a scenario of P2 (with these data on these
borders).

While. Three types of while statements are used for defining structured rv-programs,
each being the iteration of a corresponding composition operation.

Temporal while: For P : 〈w|n〉 → 〈e|s〉, the statement while t (C){P} is defined if the
interfaces n and s match and C is a condition on the spatial variables in n∩ s. The type
of the result is 〈(w; )∗|n ∪ s〉 → 〈(e; )∗|n ∪ s〉. A scenario for while t (C){P} is either an
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Interfaces

SST ::= nil | sn | sb | (SST ∪ SST )
| (SST, SST ) | (SST )∗

ST ::= (SST ) | (ST ∪ ST )
| (ST ; ST ) | (ST ; )∗

STT ::= nil | tn | tb | (STT ∪ STT )
| (STT, STT ) | (STT )∗

TT ::= (STT ) | (TT ∪ TT )
| (TT ;TT ) | (TT ; )∗

Expressions

V ::= x : ST | x : TT | V (k)
| V.k | V.[k] | V @k | V @[k]

E ::= n | V | E + E | E ∗ E | E − E | E/E
B ::= b | V | B&&B | B||B | !B | E < E
Programs

W ::= nil | new x : SST | new x : STT
| x := E | if(B){W}else{W}
| W ;W | while(B){W}

M ::= module{listen x : STT}{read x : SST}
{W ; }{speak x : STT}{write x : SST}

P ::= nil | M | if(B){P}else{P}
| P%P | P#P | P$P
| while t(B){P} | while s(B){P}
| while st(B){P}

Figure 5: The syntax of Agapia v0.1 programs

identity, or a repeated vertical composition f1 ·f2 · · · · ·fk of scenarios for P such that: (1)
the north border of each fi satisfies C and (2) the south border of fk does not satisfy C.

Spatial while: while s (C){P} is similar.

Spatio-temporal while: while st (C){P}, where P : 〈w|n〉 → 〈e|s〉, is defined if w
matches e and n matches s and, moreover, C is a condition on the temporal variables in
w∩e and the spatial variables in n∩s. The type of the result is 〈w∪e|n∪s〉 → 〈w∪e|n∪s〉.
A scenario for while st (C){P} is either an identity, or a repeated diagonal composition
f1 • f2 • · · · • fk of scenarios for P such that: (1) the west and north border of each fi

satisfies C and (2) the east and south border of fk does not satisfy C.

3.3 Agapia

Syntax of Agapia v0.1 programming language. The syntax for Agapia v0.1 pro-
grams is presented in Fig. 5. The v0.1 version is intentionally kept simple to illustrate the
key features of the approach (see [7] for an extension v0.2 including high-level structured
rv-programs). Agapia v0.1 forms a kind of minimal interactive programming languages:
it describes what can be obtained from classical while programs allowing for spatial and
temporal integer and boolean types and closing everything with respect to space-time
duality.

The types for spatial interfaces are built up starting with integer and boolean sn, sb
types, applying the rules for ∪, ’,’, ( )∗ to get process interfaces, then the rules for ∪, ’;’, ( ; )∗

to get system interfaces. The temporal types are similarly introduced. For a spatial or
temporal type V , the notations V (k), V.k, V.[k], V @k, V @[k] are used to access its com-
ponents. Expressions, usual while programs, modules, and programs are then naturally
introduced.

4 Agapia programs for HTMs models

The current approach is to give Agapia scenario-based semantics with linear models for
space and time. When different models are needed, as tree models for the HTMs presented
in this paper, a linear representation of such models is required. Fortunately, there is a
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huge amount of work on similar topics involving representation of an endless number of
data structures in the linear virtual memory model of conventional computers.

We focus our design of Agapia programs below on the HTM in the left side of Fig. 1
(the regular hierarchy, restricted to 2 levels: top, level 1, level 2) considered as a HTM
model for a part of a visual sensory system.

Tree structures are represented recursively labeling their nodes by strings as follows:
“if a node p in the tree is labelled by w and a node q in the tree is his/her i-th son (direct
descendent), counting the positions from left to right, then the code of q is wi.”

In our example, the codes of the nodes are: nil (for the top node), 1,2,3 (for the nodes
on level 1), and 11,12,21,22,31,32 (for the nodes on level 2). The nodes are placed in a
linear order using an extension of the Left-Right-Root parsing in binary trees. In our
case the result is: 11,12,1,21,22,2,31,32,3,nil. With this convention, it is easier to describe
Agapia programs for the forward flow of information, but slightly more complicated for
the feedback flow. In the sequel, we suppose each process knows his/her code and the
codes of other nodes in the structure.

Our approach to modeling HTMs with Agapia programs consists of three steps.
The first step requires more or less conventional programming for the basic modules.

As one can develop Agapia on top of C++ or Java, code in such languages could be used
in these modules. The code has to implement the following features.

1. Each node has a classifying algorithm, for instance using a “typical representative”
for each class. Suppose the classes are {C1, . . . , Cn} and their representatives are
{t1, . . . , tn}. Given a temporal pattern t (a voice, or a more complex temporal data
structure) the node find the best matching of t against t1, . . . , tn. According to
Hawkins, this classification should be unique. However, increasingly sophisticated
procedures may be used to reach this result, for instance using the feedback flow
from top-to-bottom in the hierarchy or the association flow from the neighboring
nodes.

2. An alternative to the best full matching is to use a prefix matching: once a prefix of
t was parsed and it fits with a unique ti, then the rest of t is ignored.

3. Each class Ci is supposed to have a name ni (codified with much shorter sequences
than for t or ti’s). The final product of the node is the passing of the code nk of the
class Ck for which t has the best fit to his/her HTM parent.

4. In contrast with 2, another alternative is to have fully attentive nodes, keeping track
on all details. In such a case, if the input pattern does fit well with none of ti’s,
the node passes the full t (not just a code for his/her better fitting class) to his/her
parent for further processing.

5. Finally, higher level nodes, except for their own classification, have to process the
exceptions in the classification procedures of their descendent nodes.

The second step is to describe the forward flow of information in this HTM. It is
just a particular format of MPI-like communication mechanisms for which Agapia
macro-programs can be easily written (see, e.g., [3]). The shape of the program is
as follows.



206 Gheorghe Stefanescu and Camelia Chira

6. The program contains a main diagonal while statement. It repeats the processing
for repeated incoming temporal patterns t’s.

7. During a step of the diagonal while statement, each node gets input patterns from
the left, processes them, and passes the results to the right. This means, for the
leaves the input data come from outside (from the open temporal interfaces), while
for the inner nodes they come from their own descendents. The results are passed
to the parents, which fortunately are placed on the right in this order. This way,
when a body of the diagonal while statement is executed, the forward flow in the
HTM is fully modeled.

The third step is to show how the feedback flow in the HTM can be modeled. This is
slightly more complicated, as we have chosen a linear order to facilitate the modeling of
the forward flow. Indeed, as the interaction in Agapia programs goes from left to right,
when a parent node wants to send a message to a son, an extra diagonal composition is
needed to model this communication.

5 TRIPS - a multi-core/many-core architecture

With a privileged role between programming languages and hardware, the instruction set
used in computer architecture design is very conservative. Changing or introducing new
ISA (Instruction Set Architecture) is disruptive for computer systems and may be very
risky. Nevertheless, the time for a radical change is imperative. The old CISC/RISC
instruction sets no longer fit with the huge potential of the forthcoming multi-core/many-
core computers. Introducing new ISA is now worthwhile having the potential to address
the challenges of modern technologies and to exploit various integration possibilities [1].
In this context, TRIPS (Tera-op, Reliable, Intelligently adaptive Processing System) ar-
chitectures are a very promising recent proposal facilitating higher exploitation of data,
instruction-level, and thread-level parallelisms [10].

TRIPS is an instantiation of the EDGE (Explicit Data Graph Execution) ISA concept.
EDGE is a new class of ISAs that views an instruction stream as blocks of instructions for
a single task using isolated data. The main feature of an EDGE architecture refers to di-
rect instruction communication which enables a dataflow-like execution. Unlike RISC and
CISC instruction sets, EDGE explicitly encodes dependences into individual instructions.
The hardware is not required to rediscover data dependences dynamically at runtime be-
cause the compile-time dependence graph is expressed through the ISA. Higher exposed
concurrency and power-efficient execution are therefore facilitated by an EDGE architec-
ture [1]. EDGE overcomes major drawback issues of the RISC and CISC architectures
such as the usage of inefficient and power-consuming structures.

Offering increased flexibility, TRIPS supports a static placement of instructions (driven
by compiler) and dynamic issue (hardware-determined) execution model. Graphs of pred-
icated hyperblocks are compiled and represented internally as a dataflow graph. Commu-
nication between hyperblocks is possible via a set of input and output registers.

The TRIPS architecture aims to increase concurrency, to achieve power-efficient high
performance and to diminish communication delays. Concurrency is increased by using an
array of arithmetic logic units (ALUs) executed concurrently. ALUs provide scalable issue
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width as well as scalable instruction window size [1]. The TRIPS architecture minimizes
execution delays by using compile-time instruction placement. Computation patterns are
efficiently supported by the dataflow-like execution model of TRIPS.

The block-atomic execution engaged in TRIPS works as follows [1]:

• Instructions are grouped by the compiler into groups of instructions called hyper-
blocks (each hyperblock contains up to 128 instructions) and mapped to an array
of execution units;

• Each hyperblock is fetched, executed, and committed atomically; instructions are
fetched in parallel and loaded into the instruction buffers at each ALU;

• Instructions are efficiently executed by the hardware using a fine-grained dataflow
model.

TRIPS can effectively support parallelism (instruction-level, data-level, and thread-
level parallelism). As long as the software can discover parallelism, the TRIPS architecture
will effectively exploit it. Being easy to scale up and down in performance, TRIPS over-
comes the scheduling problems of traditional designs as well as the explicit unit exposure
of VLIW (Very Long Instruction Word) designs.

6 Running Agapia programs on TRIPS architectures

We end our trip from brain models to multi-core/many-core computers with some remarks
on the possibility of compiling and running Agapia programs on TRIPS architectures.

To illustrate the approach, we consider a simple example involving perfect numbers.
A number is perfect if it is equal to the sum of its proper divisors. Before showing Agapia
programs for perfect numbers, we describe two typical running scenarios for this task
(one for a perfect number, the other for an imperfect one) in Fig. 6. The input-output
relation is: if the input number in the upper-left corner is n, then the output number in
the lower-right corner is 0 iff n is perfect.

The scenarios in Fig. 6 use cells whose behaviors are captured by the modules in
Table 1.

Our first Agapia program Perfect1 corresponds to the construction of the scenarios
by rows:

(X # Y # Z) % while t(x > 0){U # V # W}
The type of the program is Perfect1 : 〈nil|sn; nil; nil〉 → 〈nil|sn; sn; sn〉. Actually, the
result is a program similar with a usual imperative program. There are some “transac-
tions,” each transaction specifying a macro-step in the whole system. The interaction
part is simple and it reduces to the interaction of the components in a macro-step.

Our second Agapia program Perfect2 corresponds to the construction of the scenarios
by columns:

(X % while t(x > 0){U} % U1)

# (Y % while t(tx > −1){V } % V 1)

# (Z % while t(tx > −1){W} % W1
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Figure 6: Scenarios for perfect numbers

Its type is Perfect2 : 〈nil|sn; nil; nil〉 → 〈nil|nil; nil; sn〉. This variant resembles the
dataflow computation paradigm. Each component acts as a stream processing function
and the overall result comes from the interaction of these components.

The first program is appropriate for running on classical architectures, while the last
one for dataflow architectures. TRIPS architecture is a combination of both. The current
prototype uses sequences of up to 128 instructions to feed its matrix of ALUs. Agapia
is very flexible and expressive, for instance the above two programs are just the extreme
cases of a rich variety of possibilities. More precisely, one could unroll the first program,
or restrict the number of steps in each component in the second program to get programs
which fit better with the TRIPS architecture. Such transformations might be performed
automatically to help the user to focus on the logic of the program and not on the target
computer running his/her program.

Compiling Agapia programs for TRIPS architecture is without a doubt a very chal-
lenging direction. While our intuition strongly supports such an attempt, the painful
procedure of writing a compiler and running programs is actually needed to clarify how
well Agapia language and TRIPS architecture fit together.

7 Conclusions and future work

Most programs for AI tasks are inefficient on traditional computers with their Von-
Neumann architecture and using imperative programming style. The proposed dataflow
machines from eighties-nineties, specific for AI tasks, never had a major impact on the
market. What we see in the recently proposed TRIPS architectures is a combination of
dataflow and Von-Neumann styles, particularly using speculative execution of long blocks
of instructions on the computers arrays of ALUs.
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module X{listen nil;}{read x:sn;}
{tx:tn; tx=x; x=x/2;}{speak tx;}{write x;}

module Y{listen tx:tn;}{read nil;}
{y:sn; y=tx;}{speak tx;}{write y;}

module Z{listen tx:tn;}{read nil;}
{z:sn; z=tx;}{speak nil;}{write z;}

module U{listen nil;}{read x:sn;}
{tx:tn; tx=x; x=x-1;}{speak tx;}{write x;}

module V{listen tx:tn;}{read y:sn;}
{if(y%tx != 0) tx=0;}{speak tx;}{write y;}

module W{listen tx:tn;}{read z:sn}
{z=z-tx;}{speak nil;}{write z;}

module U1{listen nil;}{read x:sn;}
{tx:tn; tx=-1;}{speak tx;}{write nil;}

module V1{listen tx:tn;}{read y:sn;}
{null;}{speak tx;}{write nil;}

module W1{listen tx:tn;}{read z:sn}
{null;}{speak nil;}{write z;}

Table 1: Modules for “perfect numbers” programs

The speculation on possible executions of the paths in a program, used to increase the
processing speed, looks somehow similar to the prediction process in the HTM models
of the brain. A comparison between these two computing models may be worthwhile for
both fields. For instance, while the computer prediction is in the narrow window of the
user program demand, the HTM models of the brain are more open, interactive, agent-
like - here the prediction is mixed with possible actions of the human being who can
change the course of the forthcoming input data. This may explain why humans are good
on interactive tasks, while current computers with their predefined program-captured
behavior are not.

We plan to develop the ideas from this paper in both directions: (1) to get a rich set of
Agapia programs for HTMs models, particularly for those used by Numenta platform [9];
and (2) to explore the possibility of getting a running environment for Agapia programs
on TRIPS computers [10].
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Playing with Word Meanings

Dan Tufiş

Abstract: With the wide-world expansion of the social web, subjectivity analysis
became lately one of the main research focus in the area of intelligent information
retrieval. Being able to find out what people feel about a specific topic, be it a
marketed product, a public person or a political issue, represents a very interesting
application for a large class of actors, from the everyday product and service con-
sumers, to the marketing and political analysts or decision-makers. In this paper
we will diverge from the standard goal of subjectivity analysis i.e. computing the
polarity of an opinionated sentence. Instead, we will try to detect those sentences
of a given text that might have different connotations when put in different con-
texts. We describe a system called CONAN, initially designed to be a subjectivity
analyzer, but recently extended towards detecting possible connotations shifts.

1 Introduction

With the wide-world expansion of the social web, subjectivity analysis became lately
one of the main research focus in the area of information extraction from textual data.
There is al-ready an abundant literature on this topic and here we mention only a few
influential papers: (Hatzivassiloglou & McKeown, 1997), (Kamps & Marx, 2002), (Turney
& Littman, 2002) (Yu & Hatzivassiloglou, 2003), (Kim & Hovy. 2004), (Grefenstette et
al. 2004), (Wiebe et al. 2005), (Andreevskaia & Bergler, 2006), (Polanyi & Zaenen,
2006), (Tetsuya & Yu, 2007), (Mihalcea et al., 2007). Being able to find out what people
feel about a specific topic, be it a marketed product, a public person or a political issue,
represents a very interesting application for a large class of actors, from the everyday
product and service consumers, to the marketing and political analysts or decision-makers.

There are various ways to model the processes of opinion mining and opinion classi-
fications, and different granularities at which these models are defined (e.g. documents
vs. sentences). For instance, in reviews classification one would try to assess the overall
sentiment of an opinion holder with respect to a product (positive, negative or possibly
neutral). However, the document level sentiment classification is too coarse for most ap-
plications as one text might express different opinions on different topics. Therefore the
most advanced opinion miners are considering the paragraph and/or sentence level. At
the paragraph/sentence level, the typical tasks include identifying the opinionated sen-
tences and the opinion holder, deciding whether these opinions are related or not to a
topic of interest and classifications according to their polarity (positive, negative, unde-
cided) and force. At this level, however, the attitude assessment for a currently processed
sentence might be strongly influenced by the discourse structure itself (Polanyi & Zaenen,
2006). Irony is a typical example of that case (e.g. “The river excursion was a disaster.
John, who had this brilliant idea, forgot to tell us about the wonderful mosquitoes”).
Thus, detecting discourse relations, for instance elaboration in the above example, might
be a prerequisite, especially in processing narratives, for an accurate assessment of the
subjectivity polarity of each sentence.

Irrespective of the methods and algorithms (which are still in their infancy) used
in subjectivity analysis, they exploit the pre-classified words and phrases as opinion or
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sentiment bearing lexical units. Such lexical units (also called senti-words, polar-words)
are manually specified, extracted from corpora or marked-up in the lexicons such as
General Inquirer (Stone, et al., 1966), WordAffect (Valitutti,et al., 2004) or SentiWordNet
(Esuli & Sebastiani, 2006) etc.

While opinionated status of a sentence is less controversial, its polarity might be rather
problematic. The issue is generated by the fact that words are polysemous and the polarity
of many senti-words depends on context (sometimes on local context, sometimes on global
context). Apparently, bringing into discussion the notion of word sense (as SentiWordNet
does) solves the problem but this is not so. As argued in (Tufiş, 2008), it is necessary
to make a distinction between words intrinsically bearing a specific subjectivity/polarity
and the words the polarity of which should be relationally considered. The latter case
refers to the head-modifier relations; compare the different polarities of the modifier long
in the two contexts: “the response time is long” vs. “the engine life is long”.

Research in this area has been for some time monolingual, focused only on English,
which is “mainly explained by the availability of resources for subjectivity analysis, such
as lexicons and manually labeled corpora” (Mihalcea et al., 2007). Yet, in the recent years,
there are more and more languages for which required resources are developed, essentially
by exploiting parallel data and multilingual lexicons. With more than 40 monolingual
wordnets1 , most of them aligned to the Princeton WordNet (Fellbaum, 1998), the re-
cent release of Sen-tiWordNet, and several public domain language independent tools for
opinion mining and sentiment analysis, the multilingual research in opinion mining and
sentiment analysis has been boosted and more and more sophisticated multilingual appli-
cations are expected in the immediate future. Although the mark-up in SentiWordNet is
sometimes counter-intuitive (and most likely erroneous), it is currently one of the most
useful resource for sentiment analysis.

2 SentiWordNet

Among the latest enhancements of the PWN was the development of the SentiWordNet
(Essuli & Sebastiani, 2006) an explicit annotation of the all the synsets with subjectivity
mark-up. In SentiWordNet, each synset is associated with a triple < P : α,N : βO : γ >
where P denotes its Positive subjectivity, N represents the Negative subjectivity and O
stands for Objectivity. The values α, β and γ are sub-unitary numbers summing up to 1
and representing the degrees of positive, negative and objective prior sentiment annotation
of the synset in case.

The values α, β and γ associated with each synset of the WordNet2.0 were computed
by using machine leaning methods. The authors used two learners Rocchio (from Andrew
McCallum’s Bow package, available at http://www-2.cs.cmu.edu/˜mccallum/bow/) and
SVM (version 6.01 of Thorsten Joachims’ SVMlight, available at http://svmlight.joachims.org/)
trained on four different data sets. They obtained thus 8 ternary classifiers and used a
committee combination procedure to decide on the P, N and O values for each synset (see
(Essuli & Sebastiani, 2006) for the details on the combination method and an evaluation
of the results).

1http://www.globalwordnet.org/
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The SentiWordNet graphical interface, exemplified in Figure 1, is available at
http://sentiwordnet.isti.cnr.it/browse/. The Figure 1 shows that the subjectivity mark-
up de-pends on the word senses. The sense 2 of the word nightmare (which denotes
a cognition noun, subsumed by the term psychological feature) has a higher degree of
negative subjectivity than sense 1 (which denotes a state noun, subsumed by the meaning
of the synset < condition: 1, status: 2 >

Figure 1: SentiWordNet interface

The SentiWordNet is freely downloadable (for WordNet 2.0) from the address
http://sentiwordnet.isti.cnr.it/download 1.0/ as a text file, containing on each line the
follow-ing information (see Figure 2): the part of speech (POS) for the current synset,
the synset off-set in the Princeton WordNet database, the Positive Score (PosScore),
the Negative Score (NegScore) and the synset constituents. The Objective score can be
obtained from the equation: ObjScore+PosScore+NegScore=1.

Figure 2: A Sample entry in the SentiWordnet distribution file

The SentiWordnet has been initially developed for English but the subjectivity infor-
mation can be imported (via the translation equivalence relations) into any other lan-
guage’s wordnet which is aligned with Princeton WordNet or use it as an interlingual
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index. For instance in RoWordNet, the synset that corresponds to the one in Figure 2 is
(bun:13.1)2.

In (Tufiş 2008a) we presented the conclusions of the evaluation for the subjectivity
mark-up imported in Romanian wordnet from the Princeton WordNet and showed that
the imported subjectivity mark-up was almost always valid in Romanian. We used for
the com-parison the SemCor bilingual corpus (EN-RO).

A wordnet with subjectivity annotation will be referred to as a sentiwordnet.

As mentioned before, although most of the synset subjectivity mark-ups in SentiWord-
Net are quite intuitive, there are many highly questionable subjectivity scores (as the
one in Figure 2). Jaap Kamps and Maarten Marx (2002) describe a different but very
interesting way of subjectivity labeling of WordNet lexical items. Their work is based
on the pioneering 1957 paper The Measurement of Meaning by Charles Osgood, George
J. Succi, and Percy H. Tan-nenbaum. Although, Kamp and Max (2002) assume a bag
of words approach and ignore the sense-discrimination role in tagging the subjectivity
of WordNet literals (only adjectives con-sidered) we found a relatively simple way to
extend their method to take into account the word sense distinctions (Tufiş & Ştefa̧nescu,
forthcoming). We plan to compare and maybe combine the adjectival synset annotations
obtained by this method with the ones available in SentiWordNet, hoping to improve the
current subjectivity mark-up. Although the new annotations would possibly change the
results returned by the system to be described in the next section, the system itself would
not require any significant modifications.

3 Analysis of potentially unwanted connotations

Many commercials make clever use of the language ambiguity (e.g. puns, surprising word
associations, images pushing-up a desired interpretation context etc.) in promoting var-
ious products or services. Many of these short sentences, when used in regular texts,
might have their connotations obliterated by the context and unnoticed by the standard
reader. This observation is also valid the other way around: specific sentences, conceived
in the context of a given text, when taken out of their initial context and placed in a con-
veniently chosen new context may convey a completely new (potentially unwanted) mes-
sage/attitude. It is easy to find, especially in argumentative texts, examples of sentences
which taken out of their context and maliciously used could have an adverse interpretation
compared to the intended one.

The subjectivity and sentiment analysis methods are usually concerned with detecting
whether a sentence is subjective and in case it is, establishing its polarity. This can be
easily done with a sentiwordnet once every word in the sentence is sense disambiguated
and the scope of each valence shifter (see below) has been established. Beside this, our
application can be used for another potentially interesting problem: assessing whether a
given sentence, taken out of context, may have different subjective interpretations. We
estimate, on a [0,1] scale3, the potential of a sentence being objective (O), positively

2In RoWordNet, unlike in Princeton WordNet, we preserved the sense-subsense distinctions given
in the Reference Dictionary of Romanian (DEX). Therefore, the notation bun:13.1 reads as the first

subsense of the 13th sense of ’bun’ (see for details (Tufiş et al. 2004)
3The scale for the new subjectivity mark-up, mentioned in the previous section, is different [-1, 1];
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subjective (P) or negatively subjective (N), based on the senti-words in the respective
sentence. Usually, these scores are uneven with one of them prevailing. We found that
sentences which may have comparable subjective (positive or negative) scores are easier
to use in a denotation/connotation shift game.

4 CONAN (CONnotation ANalyzer)

The CONAN system has been developed in a language independent way, and it should
work for various languages, provided the analyzed texts are appropriately pre-processed
and there are sentiwordnets available for the considered languages.

The necessary text preprocessing, required by CONAN includes: tokenization, tagging,
lemmatization and chunking and, optionally, dependency linking. These fundamental
operations for any meaningful natural language processing application have been largely
described in previous publications and recently have been turned into public web-services
(Tufiş et al., 2008) on our web server (http://nlp.racai.ro). Currently our linguistic web-
services platform (which is based on standard web technology: SOAP/WSDL/UDDI)
ensures processing for Romanian and English. In case CONAN is expected to work as a
subjectivity scorer, the WSD processing is also required. In [Tufiş et al., 2004a] and [Ion
& Tufiş, 2007] we described two different WSD systems, the first one for parallel corpora
and the second one for monolingual corpora. However, in this paper we are interested in
using CONAN as a means for detecting sentences which potentially might have a different
meaning when put in a different context. We call this function of the system connotation
detection. As a connotation detector, CONAN ignores the sense a senti-word may have
in a given context. What it counts is whether the senti-word has senses of different
subjectivity strength or even different polarity.

After the text is preprocessed as required, the second phase identifies all senti-words,
i.e. those words which, in the associated sentiwordnet (in our case, either the Romanian or
English one), have at least one possible subjective interpretation (that is, their objectivity
score is less than 1). There has been mentioned by various authors that the bag-of-words
(BoW) approaches to subjectivity analysis is not appropriate since the subjectivity priors
(the lexicon mark-up subjectivity) may be changed in context by the so-called valence
shifters (Polanyi & Zaenen, 2006): intensifiers, diminishers and negations. The first two
operators increase and respectively decrease the subjectivity scores (both the negative
and the positive ones) while the latter complements the subjective values. As the valence
shifters do not necessary act on the senti-word in their immediate proximity, the chunking
pre-processing step mentioned earlier is necessary for taking care of delimiting the scope
of the operators’ action. For instance in the sentence “He is NOT VERY smart”, the word
in italics (smart) is a (positive) senti-word, while the upper case words are valence shifters:
NOT is a negation and VERY is an intensifier. The intensifier acts on the senti-word,
while the negation act on the result of the intensifier: NOT(VERY(smart)). As a conse-
quence, the sentence above has a negative subjectivity score. In (Tufiş, 2008) we showed
that most wrong subjectivity mark-up existing in SentiWordNet can be explained due to
a BoW approach to sense definitions analysis. The majority of synsets with wrong com-
puted subjectivity markup have in their definitions valence shifters which apparently were

This difference might require some minor modification of the present CONAN’s code.
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ignored. This may explain why the sense of the word happy with the same meaning as
glad (1st sense) is considered a subjective-negative adjective with a quite big score of 0.75.

Figure 3: XCES encoding of a sentence contained in an input file for CONAN.

CONAN takes input either from a file or from the keyboard. In case of input from a file,
CONAN expects the text to be already preprocessed and encoded observing the encoding
schema used by our linguistic web services platform (XCES compliant). In Figure 3, we
ex-emplify the encoding of a sentence from the SEMCOR corpus processed by the RACAI
web service platform. In case of keyboard input, the software detects whether the text
(one or more sentences) is already in the XCES format. If not, a predefined workflow
(based on by RACAI’s linguistic web services) is invoked with the input text (assumed
to be raw text) The subsequent processing is common for both input channels.

Based on the information available in the preprocessed form of the input, CONAN shal-
low parses sentences, one by one, producing a tree representation for each sentence. This
structure is used to establish the scope of the valence shifters. In the current implemen-
tation a valence shifter (adjectives or adverbs which are constituents of adjective/adverbs
chunks, see Figure 3) acts on the senti-words in the adjacent (either preceding or fol-
lowing) modified chunk (noun phrase, prepositional phrase or verb-phrase). The parsing
structure is used for computing subjectivity scores for each chunk of the sentence and then
to compute the overall score for the sentence. There are various interpretation modes of
a sentence: the most objective reading, or the most subjective reading (either positive
or negative). The interpretation mode is specified by the user when she/he loads (either
from a file or from the keyboard) the text to be analyzed. This interpretation mode is
used for all sentences in the input text.

For each sentence of the input text CONAN computes the score according to the user
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selected interpretation mode. To do that, the program detects all the senti-words in the
current sentence and take into account the senses with the maximum scores with respect
to the interpretation mode. The algorithm recursively calculates the interpretation scores
for every node in a tree (taking into account the subjectivity operators and their scopes)
by computing the average of its child nodes scores. Starting from the leaves, the scores
propagate until the sentences scores are computed.

Figure 4 shows screenshots of the application with input taken from a file (exemplifying
the sentence in Figure 1). The lower part (named CONAN) represents the main system
inter-face and has three panels: the left panel displays the analysis of the sentences in
the input file, according to the interpretation mode chosen by the user. The sentences
are displayed ordered by the selected polarity interpretation scores (see below) or the
objectivity scores. These scores are displayed in the middle panel. The score is preceded
by the position of the current sentence in the original input file. The right panel is the
area where the system displays the wordnet sense IDs and definitions for a user-selected
word from the tree shown in the left panel. Selecting the Analysis tab from the CONAN
control panel allows the user to locally change the interpretation mode for a selected
sentence and/or to ask for words substitution in order to convey a (specified) different
level of subjectivity. The user can ask for another two types of forced interpretations
which will control the choice of the replacement words: polarity or objectivity oriented
and polarity or objectivity opposable. For these complex types of interpretations, besides
the sentence analysis and scoring, CONAN also makes word replace-ment suggestions.

To formalize, let’s assume that the word w has n senses s1, s2, . . . , sn, each of them
listed in different synsets S1, S2, . . . , Sn. As we mentioned before, each synset is associated
with a subjectivity mark-up represented by a triple < P : αN : βO : γ >. Depending
on the selected objective/subjective interpretation I, the value of only one field in this
triple is considered (either α, β or γ). Given the word w and a selected interpretation
I, let us assume that the highest score corresponds to the sense sI listed in the synset
SI . For the meaning represented by the synset SI , the word w may have several syn-
onyms: w1

SI
, w2

SI
, . . . , wk

SI
. Each of the k literals in this synset, may have also other

meanings(corresponding to other senses, listed in different synsets S1
I , S

2
I , . . . , S

k
I ).

Lower panel: main screen displays the connotation analysis; Upper left panel: the
most positive paraphrasing; Upper right panel: the most negative paraphrasing.

The algorithm searches for the literal in SI having one of his senses occurring in a
synset that maximizes the expression below:

max(score(SI), score(S
1
I ), score(S

2
I ), . . . , score(S

k
I )) (1)

It may be the case that the literal with the property described by (1) is the very word
w and in this situation no replacement will be performed. One should also notice that,
in most of the cases, the word replacement, based on the equation (1), may significantly
change the meaning of the current sentence. This is practically what the user that employs
this option aims for. He/She wants some his/her text be perceived by the readers in a
certain interpretation. Once the replacement word has been identified in the sentiwordnet,
it must be generated in the inflected form required by its occurrence in the sentence.

This generation process is performed by using the contextual grammatical information
(number, case, tense, etc) associated with the original word (contained in its morpho-
syntactic description -MSD- produced by the tagger). The new lemma and the MSD of the
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Figure 4: CONAN in action.



Playing with Word Meanings 219

Figure 5: Word changed due to a forced subjective positive interpretation.

previous word are sufficient for producing the adequate inflected form of the replacement
word. While for English, this generation phase is trivial, for a highly inflectional language,
the inflectional form generation is a must in order to preserve the grammaticality of the
output text.

Figure 5 presents an example in which a word had been changed due to a forced
subjective positive interpretation.

The second complex type of interpretation, polarity or objectivity opposable interpreta-
tion is dealing with the minimizing the interpretation possibilities for the current sentence.
The difference between this option and the previous one resides in the way the selection
for the appropriate literals is done. The algorithm selects the literal having the meaning
with the lowest (not highest) score, in the inverse (not current) interpretation, among all
the other meanings. In other words, the winning literal must satisfy the equation (2):

min(score(SI), score(S
1
I ), score(S

2
I ), . . . , score(S

k
I )) (2)

The rationale is that we want to select synonyms for the current words that can avoid
interpretations of a certain polarity (better than the current words do it).

In addition, by the use of shades of color for the nodes (words) of the dependence parse,
the user may easily observe the words that play a role in the possible meaning shifts of
the current sentence. The more intense the color of a node, the higher its subjectivity
score. A simple click on a node displays its score.

Another thing CONAN can do is to compute the interpretative score for a sentence
or for a text as the average of the sentences’ interpretative scores.

We define the interpretability score (IS) as a quantitative measure of the potential for
connotation shift of a sentence. It is computed as a normalized sum of the interpretability
scores of the senti-words (sw) of the considered sentence as described in the equations
below:

IS(sentencek) =
0.5 ∗ (maxP (sentencek) + maxN(sentencek))

1 + |maxP (sentencek) − maxN(sentencek)|
(3)

with |senti-words| representing the number of the senti-words in the current sentence
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IS(swk) =
0.5 ∗ (maxP (swk) + maxN(swk))

1 + |maxP (swk) − maxN(swk)|
(4)

with maxP (swk) and maxN(swk) representing the highest positive and negative scores
among the senses of (swk) senti-word.

Evidently, the interpretative score can be computed only after the interpretation scores
for positivity and negativity are calculated. The rationale for this empirical formula
resides in the fact that when a senti-word has one sense highly positive and another
one highly negative and these values are comparable, the respective word is a major
constituent for a possible connotation shift of the sentence in which it appeared. The
interpretability score of a senti-word is maximum (1) when it has one exclusively positive
sense (P (swk) = 1) and another sense which is exclusively negative (N(swk) = 1). For the
current SentiWordNet annotations, the senti-words with the highest interpretability score
(IS = 0, 875) are pretty, immoral and gross. The valence shifters (intensifiers, diminishers
and negations) are specified in three external text files (user editable) which are read-in
each time CONAN is launched. Currently all the valence shifters are uniformly dealt
with, irrespective of the arguments they take: the intensifiers and diminishers increase or
decrease with 20% the score of their argument (senti-word or senti-group-phrase) while
the negations switch the P/N scores of their arguments. Therefore, the valence shifter
files are simple lists of words. A more elaborated approach (under development) will
specify for each valence shifter, its grammar category its sense number (if necessary) and
preferred argument-type as well as an argument-sensitive valence shifting function.

Concerning the valence shifters, it is interesting to note that, in general, translation
equivalence preserves their type distinctions. However this is not always true. For in-
stance, in Romanian destul (either adjective or adverb), when followed by the preposition
de, is arguably a diminisher. In English, its translation equivalent enough acts more like
an intensifier than as a diminisher.

5 Conclusions

Most of our experiments were performed on the SEMCOR corpus4 , which was translated
in Romanian and aligned at both sentence and word level. Our working version has
8146 sentences, in both languages, the analysis of which, independent of the analysis
type, takes only a couple of minutes. We analyzed the texts in both languages and
observed that the IS values for aligned sentences slightly differ. One possible explanation
is that due to much larger coverage (especially in terms of adjectives and adverbs) of the
Princeton WordNet as compared to the Romanian Wordnet the numbers of the identified
senti-words in the aligned sentences were frequently different. Additionally, the literals
in Romanian WordNet have currently less senses than their English counterparts. We
also noticed several strange subjectivity annotations (especially for the adjectives) in the
SentiWordnet distribution which strongly contradicts the common sense.

Future research will be dedicated to a new method for assigning subjectivity scores
to the adjectives, to further extend the Romanian Wordnet and a thorough cross-lingual
evaluation of the bilingual SEMCOR processing. One very interesting research avenue for

4http://www.cs.unt.edu/ rada/downloads.html
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dealing with prior mark-up for senti-words as well as computing their contextual subjective
scores is represented by recent work of Lotfi Zadeh (2008) on precisiated natural language
and his paradigm on computation with words.
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[10] D. Tufiş, R. Ion, A. Ceauşu, D. Ştefănescu 2008. RACAI’s Linguistic Web Services. In Pro-
ceedings of 6th Conference on Language Resources and Evaluation LREC-08, Marrakech,
Marocco.



222 Dan Tufiş
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Extended Abstract

What is meant by Computation with Information Described in Natural Language, or
NL-Computation, for short? Does NL-Computation constitute a new frontier in computa-
tion? Do existing bivalent-logic-based approaches to natural language processing provide
a basis for NL-Computation? What are the basic concepts and ideas which underlie
NL-Computation? These are some of the issues which are addressed in the following.

What is computation with information described in natural language? Here are simple
examples. I am planning to drive from Berkeley to Santa Barbara, with stopover for
lunch in Monterey. It is about 10 am. It will probably take me about two hours to get
to Monterey and about an hour to have lunch. From Monterey, it will probably take
me about five hours to get to Santa Barbara. What is the probability that I will arrive
in Santa Barbara before about six pm? Another simple example: A box contains about
twenty balls of various sizes. Most are large. What is the number of small balls? What is
the probability that a ball drawn at random is neither small nor large? Another example:
A function, f , from reals to reals is described as: If X is small then Y is small; if X
is medium then Y is large; if X is large then Y is small. What is the maximum of f?
Another example: Usually the temperature is not very low, and usually the temperature
is not very high. What is the average temperature? Another example: Usually most
United Airlines flights from San Francisco leave on time. What is the probability that my
flight will be delayed?

Computation with information described in natural language is closely related to Com-
puting with Words. NL-Computation is of intrinsic importance because much of human
knowledge is described in natural language. This is particularly true in such fields as eco-
nomics, data mining, systems engineering, risk assessment and emergency management.
It is safe to predict that as we move further into the age of machine intelligence and
mechanized decision-making, NL-Computation will grow in visibility and importance.

Computation with information described in natural language cannot be dealt with
through the use of machinery of natural language processing. The problem is semantic
imprecision of natural languages. More specifically, a natural language is basically a
system for describing perceptions. Perceptions are intrinsically imprecise, reflecting the
bounded ability of sensory organs, and ultimately the brain, to resolve detail and store
information. Semantic imprecision of natural languages is a concomitant of imprecision
of perceptions.
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Our approach to NL-Computation centers on what is referred to as generalized-
constraint-based computation, or GC-Computation for short. A fundamental thesis which
underlies NL-Computation is that information may be interpreted as a generalized con-
straint. A generalized constraint is expressed as X isr R, where X is the constrained
variable, R is a constraining relation and r is an indexical variable which defines the way
in which R constrains X. The principal constraints are possibilistic, veristic, probabilistic,
usuality, random set, fuzzy graph and group. Generalized constraints may be combined,
qualified, propagated, and counter propagated, generating what is called the Generalized
Constraint Language, GCL. The key underlying idea is that information conveyed by a
proposition may be represented as a generalized constraint, that is, as an element of GCL.

In our approach, NL-Computation involves three modules: (a) Precisiation module;
(b) Protoform module; and (c) Computation module. The meaning of an element of a
natural language, NL, is precisiated through translation into GCL and is expressed as a
generalized constraint. An object of precisiation, p, is referred to as precisiend, and the
result of precisiation, p∗, is called a precisiand. Usually, a precisiend is a proposition, a
system of propositions or a concept. A precisiend may have many precisiands. Definition
is a form of precisiation. A precisiand may be viewed as a model of meaning. The
degree to which the intension (attribute-based meaning) of p* approximates to that of p
is referred to as cointension. A precisiand, p∗, is cointensive if its cointension with p is
high, that is, if p∗ is a good model of meaning of p.

The Protoform module serves as an interface between Precisiation and Computation
modules. Basically, its function is that of abstraction and summarization.

The Computation module serves to deduce an answer to a query, q. The first step
is precisiation of q, with precisiated query, q∗, expressed as a function of n variables
u1, . . . , un. The second step involves precisiation of query-relevant information, leading to
a precisiand which is expressed as a generalized constraint on u1, . . . , un. The third step
involves an application of the extension principle, which has the effect of propagating the
generalized constraint on u1, . . . , un to a generalized constraint on the precisiated query,
q∗. Finally, the constrained q∗ is interpreted as the answer to the query and is retranslated
into natural language.

The generalized-constraint-based computational approach to NL-Computation opens
the door to a wide-ranging enlargement of the role of natural languages in scientific the-
ories. Particularly important application areas are decision-making with information de-
scribed in natural language, economics, systems engineering, risk assessment, qualitative
systems analysis, search, question-answering and theories of evidence.
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