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Abstract: Permanent Magnet Synchronous Motor (PMSM) control system with strong nonlinearity makes it difficult to accurately identify motor parameters such as stator winding, dq axis inductance, and rotor flux linkage. Aiming at the premature convergence of traditional Back Propagation Neural Network (BPNN) in PMSM motor parameter identification, a new method of PMSM motor parameter identification is proposed. It uses Chaotic Artificial Fish Swarm Algorithm (CAFSA) to optimize the initial weights and thresholds of BPNN, and then strengthens training by BPNN algorithm. Thus, the global optimal network parameters are obtained by using the global optimization of CAFSA and the local search ability of BPNN. The simulation results and experimental data show that the initial value sensitivity of the network model optimized by CAFS-BPNN is weak, the parameter setting is robust, and the system stability is good under complex conditions. Compared with other intelligent algorithms, such as RSL and PSO, CAFS-BPNN has high identification accuracy and fast convergence speed for PMSM motor parameters.

Keywords: Permanent Magnet Synchronous Motor (PMSM), Back Propagation Neural Network (BPNN), Chaotic Artificial Fish Swarm Algorithm (CAFSA), parameter estimation, identification accuracy, convergence speed.
1 Introduction

Permanent magnet synchronous motor (PMSM) is widely used in industrial robots, servo drive control, electric vehicle speed regulation and other high-precision control fields due to its outstanding advantages in power and torque density, speed control performance and system robustness [10].

PMSM motor parameters include stator windings, dq axis inductance, rotor flux, etc. They can be used to reflect the performance of the motor system during operation, and can assist to complete motor condition monitoring [5] and fault diagnosis [12]. Therefore, accurate parameter identification ability is very important for motor control system.

However, motor parameters are very vulnerable to external factors such as temperature, flux saturation and skin effect [3], such as temperature change will affect the stator winding, permanent magnet demagnetization directly affects the dq axis inductance [22]. With the change of working condition and surrounding environment, there is a certain difference between actual parameters and nominal parameters [17]. Therefore, as a motor controller, it must have the function of self-tuning and identification of motor parameters. Considering the technical difficulty and cost, it is difficult to directly measure motor parameters through auxiliary sensors such as temperature and magnetism [5,15].

PMSM control system has very strong non-linear and time-varying characteristics. It is very difficult to accurately identify the parameters of PMSM. The identification algorithm needs to comprehensively weigh the factors of complexity, convergence and computing time.

2 Related works

In traditional control theory, parameter identification methods of PMSM include least square method (RLS) [18,23], extended Kalman filter identification (EKF) [1,6,20], model reference adaptive (MRAS) [2,26] etc. Because of the linear parameterization of RLS algorithm, RLS estimators are usually noise sensitive, which may lead to lower identification accuracy. When estimating the winding resistance and rotor flux by EKF, the estimator is noisy and unstable, so it can not accurately estimate the actual parameters. MRAS estimator can not accurately estimate winding resistance, inductance and rotor flux simultaneously. It is often impossible to find the optimal solution of the estimated parameters accurately by using the above methods. With the development of swarm intelligence theory, many scholars have applied this kind of optimization algorithm to motor parameter identification, including ant colony algorithm [4], genetic algorithm [21], particle swarm optimization algorithm [14]. Ant colony algorithm and particle swarm optimization algorithm are easy to fall into local optimization convergence, and the optimization error is relatively large. Literature [11] uses genetic algorithm to identify dq axis inductance and rotor flux, because of the large space-time complexity, the convergence speed is slow. Literature [14] uses dynamic particle swarm optimization (DPSO-LS) algorithm and dynamic anti-learning strategy of Gauss distribution to enhance the global search ability, but the computational complexity becomes larger.

With the development of artificial intelligence technology, the artificial neural network is widely used in parameter identification of PMSM motor, and BPNN is the most widely used [24,25]. BPNN is a multi-layer feedforward neural network trained by error back propagation algorithm. It has the advantages of clear model structure and simple calculation. It has been proved theoretically that its three-layer model can map any complex non-linear relationship model [16]. It is widely used in non-linear curve fitting in various signal processing and automatic control. BPNN has excellent local optimization ability and can converge quickly and accurately in local areas. However, This advantage has also results in poor global search performance,
local prematurity, poor global convergence, long iteration period and other problems, and its
algorithm optimization is difficult to achieve the desired convergence accuracy and convergence
speed. Therefore, it is necessary to combine the BPNN algorithm with the other intelligent
algorithm with stronger global optimization ability. In the early stage of training, the cooperative
algorithm is used to converge the network to the global extremum quickly, and then the local
optimization characteristic of BPNN is used to converge quickly.

CAFSA is a swarm intelligence algorithm with excellent global searching ability. It simu-
lates the behavior of fish swarm such as preying, swarming, fellowing and moving to optimize
the system. It has the characteristics of weak sensitivity to initial values, strong robustness
to parameter setting, good global searching performance and fast convergence speed [19,23].
CAFSA algorithm has large randomicity and poor convergence in the later search period. It
needs to improve the optimization performance by improving system step size, the field of view,
adding congestion factor [8] The combination of CAFSA and BPNN will make up for their re-
spective optimization shortcomings, and improve the overall optimization performance in terms
of convergence speed and accuracy.

This paper presents a PMSM motor parameter identification algorithm based on CAFS-
BPNNA , which combines BPNN with AFSA effectively. By injecting impulse current into the
d-axis of PMSM motor control system, the sampling process data, including d-axis voltage, q-
axis voltage, d-axis current, q-axis current and motor speed, are used as data sets for network
training and testing. The parameters set \{R_s, L_d, L_q, \psi_f\} to be identified are taken as network
output. Combining the global search ability of CAFSA and the local fast convergence property
of BPNN, the convergence accuracy and speed of PMSM motor parameter identification are
effectively improved.

The outstanding contributions of this paper include:

(1) Using the forward propagation topology of BPNN, a nonlinear mapping identification
model from sampled parameter set \{u_d, u_q, i_d, i_q, \omega\} to identified parameter set \{R_s, L_d, L_q, \psi_f\}
of permanent magnet synchronous motor (PMSM) is constructed. The input data set of the
mapping model is obtained by d-axis current injection method, and parameters of PMSM motor
to be identified are obtained by simple and direct mapping model.

(2) The CAFS-BPNNA algorithm of BPNN optimized by CAFSA is introduced into online
identification of PMSM motor parameters. The connection weights and thresholds of BPNN
network are taken as the optimization objects of CAFSA. The connection weights and thresholds
of BPNN are optimized quickly by using CAFSA global search ability in the early stage of
training, and then the optimization of BPNN is transferred to the global optimal extremum
point in the later stage. By giving full play to their respective optimization characteristics
and avoiding their own shortcomings, the convergence accuracy and speed of obtaining network
parameters of PMSM motor parameter identification model are effectively improved.

(3) The population aggregation degree is embedded in CAFS-BPNNA as the switching con-
dition of the two intelligent algorithms. According to the optimization characteristics of the
fish swarm algorithm, the aggregation degree of the population increases in the later stage of
optimization. When it reaches the preset threshold, it means that it reaches the late stage
of fast convergence optimization algorithm of CAFSA, and can be transferred to BPNN preci-
sion optimization algorithm, thus the time of turning into precision optimization algorithm is
accelerated.
3 Theoretical analysis of group intelligence identification model for PMSM motor parameters

3.1 Mathematical model for PMSM motor identification

PMSM control system is a complex system with strong coupling and time-varying nonlinearity. It can establish mathematical models in static three-phase coordinate system, static αβ coordinate system and synchronous rotating dq coordinate system. The mathematical models in three coordinate systems can be transformed each other. The mathematical model in the dq coordinate system is the most commonly used mathematical model [11].

Neglecting the magnetic saturation effect of PMSM and the eddy current and hysteresis loss of core are neglected, the voltage equation and flux linkage equation in the dq coordinate system are expressed as (1) and (2):

$$
\begin{align*}
\psi_d &= L_d i_d + \psi_f \\
\psi_q &= L_q i_q \\
\end{align*}
$$

$$
\begin{align*}
u_d &= R_s i_d + \frac{d\psi_d}{dt} - \omega \psi_q \\
u_q &= R_s i_q + \frac{d\psi_q}{dt} - \omega \psi_d \\
\end{align*}
$$

where \( u_d \) and \( u_q \) are the voltage component on the dq axis, \( i_d \) and \( i_q \) are the current component on the dq axis, \( R_s \) is the stator resistance, \( \psi_d \) and \( \psi_q \) are the flux linkage on the dq axis, \( L_d \) and \( L_q \) are the inductance on the dq axis, \( \psi_f \) is the flux chain generated by the permanent magnet, \( \omega \) is the electrical angular speed.

In the synchronous rotating dq coordinate system, the mathematical model of PMSM can be expressed as:

$$
\begin{align*}
di_d &= \frac{R_s}{L_d} i_d + \frac{L_q}{L_d} \omega i_d + \frac{u_d}{L_d} \\
di_q &= \frac{R_s}{L_q} i_q + \frac{L_d}{L_q} \omega i_q + \frac{u_q}{L_q} - \frac{\psi_f}{L_q} \omega \\
\end{align*}
$$

\( p = \{R_s, L_d, L_q, \psi_f\} \) is the set of parameters that need to be identified synchronously.

When \( i_d = 0 \), the dq axis current is decoupled so that the stator current has only the AC component of q axis. In the steady state, formula (2) is brought into formula (1) and discretized to express as follows:

$$
\begin{align*}
u_{d0} &= -L_q \omega \psi_{q0} \\
u_{q0} &= R_s i_{q0} + \psi_{f0} \omega_0 \\
\end{align*}
$$

Formula (4) shows that the order of the motor equation is two, but the system needs to identify four parameters:\( \{R_s, L_d, L_q, \psi_f\} \).

The equation of state is rank-deficit type. By injecting the d-axis current of instantaneous \( i_d \neq 0 \) into the steady state, the motor model is expressed as:

$$
\begin{align*}
u_{d1} &= R_s i_{d1} - L_q \omega i_{q1} \\
u_{q1} &= R_s i_{q1} + L_d \omega i_{d1} + \psi_f \omega_1 \\
\end{align*}
$$

It can be seen from literature [2] that the measurement error of rotor flux linkage \( \psi_{ferror} \) is caused by asuming \( L_d = L_q \) and \( \psi_f = \psi_{f0} \). When \( \psi_{ferror} \) is negligible relative to \( \psi_{f0} \), (12) shows that \( \psi_{fe} \) and \( \psi_{f0} \) are equal, and \( |\psi_{ferror}| \) can be simplified as follows:

$$
|\psi_{ferror}| \approx \frac{\Delta \psi_{f0} i_{q1}^2 + \Delta L_{d1} i_{d1}^2}{i_{q1}^2 - i_{d1}^2} = \frac{\Delta \psi_{f0} i_{q1}^2}{i_{d1}^2} + \frac{\Delta L_{d1} i_{d1}^2}{i_{d1}^2} \\
$$

When \( i_{d1} \) is large enough, (13) shows that \( |\psi_{ferror}| \rightarrow 0 \) and \( \psi_{fe} \approx \psi_{f0} \), see Fig. 1.
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3.2 Data set acquisition method of PMSM motor identification model

Generally, PMSM motors can be controlled by constant torque angle (torque angle is 90°). Adjusting the d-axis current ($i_d = 0$) makes the q-axis get the maximum torque.

In order to obtain the information of motor speed, dq axis current and voltage needed to be sampled when evaluating motor parameters, Data0 and Data1 were obtained by alternately adjusting ($i_d = 0$) and ($i_d \neq 0$) injecting reverse d axis current ($i_d = -2$ A) during sampling period. The single sampling time is $T_{sample} (= 10^{-4}s)$, and the total sampling time is $T_{sample} \times N$.

The time series model of data sampling is shown in Fig.2. Data1 data sampling start time is 2ms after current switching, which avoids the interference caused by current switching and ensures the stability of sampling data.

3.3 Parameter mapping model of PMSM motor identification based on BPNN

According to the principle of BPNN and the control strategy model of PMSM in Section 3.1, the set $\{R_s, L_d, L_q, \psi_f\}$ of PMSM parameters to be identified is taken as the output neuron set of BPNN, and the data0 = $u_{d0}, u_{q0}, i_{q0}, \omega_0(i_d = 0)$ and data1 = $\{u_{d1}, u_{q1}, i_{d1}, i_{q1}, \omega_1\}(i_d \neq 0)$.
are used as the input neuron set.

The BPNN parameter identification model of PMSM motor as shown in Fig. 3 is constructed.

The three-layer neural network model consists of nine input neurons and four output neurons. The hidden layer uses Tansig function as the transfer function \( f_1(\cdot) \), and the output layer uses linear purelin as the transfer function \( f_2(\cdot) \).

The hidden layer neurons output \( z_h = f_1(\sum_{h=0}^{9} \omega_{ih} x_i)(h = 1, 2, \ldots, 9) \) and the output layer neurons output \( y_j = f_2(\sum_{h=0}^{9} v_{hj} z_h)(j = 1, 2, 3, 4) \), thus the BPNN network completes the mapping from the input 9-dimensional space to the output 4-dimensional space.

After determining the input layer, output layer and data set of BPNN network, the key factors affecting the performance of BPNN network include the number of hidden layer layers, the number of hidden layer neurons, initial connection weights and thresholds, learning rate and learning algorithm. Increasing the hidden layer can reduce the network error and improve the accuracy, but the performance will also increase the network complexity and training time, and may appear the tendency of "over-fitting". According to Hornic’s theory that three-layer BPNN can fit arbitrary non-linear curve, the identification model in this paper adopts a three-layer network structure with one hidden layer. The number of hidden layer neurons directly determines whether the network will appear "over-fitting" phenomenon, but there is no theory to accurately determine the number of hidden layer neurons in BPNN network. In this paper, empirical formula and experimental verification will be used to determine the optimal number.

The setting of initial connection weights and thresholds will have a great impact on the convergence speed of the model.

In this paper, the artificial fish swarm algorithm with strong initial robustness is introduced into the initial optimization of the model, so as to improve the convergence speed and speed up the global optimization.

Through the study of BPNN network, the following empirical formulas for calculating hidden layer neuron data are formed:

Gagan pointed out the logarithmic relationship between the hidden layer neurons and the input neurons.
Formula 1: \[ m_1 = \log_2 n \]. Kolmogorov’s theorem shows that there exists a relationship between recessive neurons and input neurons.

Formula 2: \[ m_2 = 2n - 1 \]. Gao Daqi used least square method to simplify the relationship between input and output and hidden layer neurons.

Formula 3: \[ m_3 = \sqrt{(0.43n^2 + 0.12l^2 + 2.54n + 0.77l + 0.35 + 0.51)} \]. The number of hidden layer neurons can be calculated by input neurons and output neurons.

Formula 4: \[ m_4 = \sqrt{nl} \]. The number of neurons in the hidden layer was obtained by using input neurons and output neurons as well as by adjusting parameters.

Formula 5: \[ m_5 = \sqrt{n + l + \alpha} \]. In the above formula, \( n \) is the number of neurons in the hidden layer, \( n \) is the number of neurons in the input layer, \( l \) is the number of neurons in the output layer.

Table 1: the Number of neurons in the hidden layer of BPNN

<table>
<thead>
<tr>
<th>No.</th>
<th>( m_1 )</th>
<th>( m_2 )</th>
<th>( m_3 )</th>
<th>( m_4 )</th>
<th>( m_5 )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n = 9, l = 4 ), ( \alpha = 1,2, \ldots, 10 )</td>
<td>4</td>
<td>17</td>
<td>8</td>
<td>6</td>
<td>5-14</td>
<td>4-17</td>
</tr>
</tbody>
</table>

The number of hidden layer neurons \( m = m_1, m_2, m_3, m_4, m_5 \) is obtained by combining the above empirical formulas. According to the BPNN-PMSM parameter identification model in Chapter 3.3, \( n = 9, l = 4 \) can be obtained. The number of hidden layer neurons \( m \) is shown in Tab.1.

Weight Mean Square Error (WMSE) is used to calculate the training errors.

The individual error of sample \( p \) can be expressed:

\[ E_p = \frac{1}{2} \sum_{j=1}^{l} (\hat{y}_j^p - y_j^p)^2 w_j \]

and global error WMSE can be expressed:

\[ WMSE = \sum_{p=1}^P E_p \]

In the previous two formulas, \( l \) is the number of output nodes, \( P \) is the number of training samples, \( \hat{y}_j^p \) is the expected output value of network, \( y_j^p \) is the actual output value of network, and \( w_j \) is the error weight of output nodes.

According to the definition of net input value \( S_j \) of neuron node \( y_j \), the hidden layer neuron output \( z_h = f_1(S_h) \) and the output layer neuron output \( y_j = f_2(S_j) \) described in Chapter 3.3.

\( v_{hj} \) is the weights of output layer connection and \( w_{ih} \) is hidden layer connection. They can be adjusted by cumulative error algorithm.

The increments of connection weight \( \Delta v_{hj} \) and \( \Delta w_{ih} \) can be generated after each iteration. They are expressed as follows:

\[ \Delta v_{hj} = \sum_{p=1}^P \sum_{j=1}^{l} \eta (\hat{y}_j^p - y_j^p)^2 f'_2(S_j) z_j \]

\[ \Delta w_{ih} = \sum_{p=1}^P \sum_{j=1}^{l} (\eta (\hat{y}_j^p - y_j^p)^2 f'_2(S_j) v_{hj} f'_1(S_h) x_i) \]

where \( \eta \) is learning rate and \( \eta \in (0.01, 10) \).

In the process of learning, the weighted inertial momentum is used to reduce the learning oscillation and accelerate the convergence of the system.

The adjusted formula for calculating the actual weights can be expressed:

\[ \Delta w(n) = -\eta_1 \Delta WMSE(n) + \eta_2 w(n-1) \]

where \( \eta_1 \) is learning rate and \( \eta_2 \) is inertial momentum.

In order to adapt the BPNN network to the convergence speed in different periods, the system learning rate parameter \( \eta_1 \) is adjusted dynamically and adaptively.

The adjusted formula is calculated as follows:

\[ \Delta w(n) = -\eta_1 \Delta WMSE(n) + \eta_2 w(n-1) \]

where \( \eta_1 \) is learning rate and \( \eta_2 \) is inertial momentum. When \( \varphi \) is larger than the threshold value \( \varphi_{th} \), the learning rate is increased, and vice versa, which ensures that the learning rate is earlier and faster in the early learning stage.

In the later stage of learning, the learning rate decreases, the vibration decreases and tends to be optimal.

The data set is acquired by sampling model in section 3.2. The sampling times is 500. 400 sets of data are used as training set and the others are used as test set. The data of hidden
layer neurons are set to 4-17. Because the parameters of four output neurons involved in this paper are equally important in motor performance evaluation, the training and testing results are shown in Tab.2 according to the average weight. The error data show that with the increase of the number of hidden layer neurons, the training error and test error decrease gradually, but the test error fluctuates when the number of hidden layer neurons exceeds 11. The number of hidden layer neurons can be set at 13-15 in the comprehensive comparison error data, which is selected as 15 in this paper.

### 3.4 Chaos artificial fish swarm algorithm

In this paper, the Chaos Artificial Fish Swarm Algorithms (CAFSA) algorithm is used to optimize BPNN, and a PMSM motor parameter identification model based on CAFSBPNNA algorithm is proposed.

**Relevant definitions of CAFSBPNNA algorithms**

The state of individual AF fish in artificial fish swarm at time t is defined as: $X_S(t) = (x_{S1}^t(t), x_{S2}^t(t), \ldots, x_{SD}^t(t)), (S = 1, 2, \ldots, AF\_Num)$.

where $AF\_Num$ is the size of artificial fish, D is the state dimension of $X_S(t)$ (the sum of connection weights and thresholds of BPNN), $x_{S}^t(i = 1, 2, \ldots, D)$ are variables waiting for optimization. $E_S(t) = \frac{1}{e_S(t)}$ is the current food concentration of $Sth$ artificial fish.

$Visual$ is the visual range of artificial fish (perceived distance), $Step$ is moving step of artificial fish, $\Delta$ is crowding factor.

CAFSBPNNA is a three-layer BPNN network with one hidden layer, in which the number of neurons in the input layer ($L_{in}$) is $n = 9$, the number of neurons in the hidden layer ($L_h$) is $m = 15$, and the number of neurons in the output layer ($L_o$) is $l = 4$.

The dimension $D$ of $X_S(t)$ of artificial fish can be calculated as: $D = m(n + 1) + l(m + 1) = 15 \times 10 + 4 \times 16 = 216$.

The connection weights of $L_{in}$ to $L_h$ and $L_h$ to $L_o$ in BPNN are assigned to the front part of $X_S(t)$, and the thresholds of neurons in $L_h$ and $L_o$ are stored in the back part of $X_S(t)$.

Individual fish $X_S(t)$ contains the connection weights and thresholds needed to construct BPNN network, which can represent a BPNN.

When AF is initialized, $AF\_Num$ of the artificial fish are put in the range of [-1,1] by chaotic random mode.

Initial fish food concentration $E_S(t) = \frac{1}{e_S(t)}$, where $e_S(t) = \frac{WMSE}{N}$, $WMSE$ is the global weighted mean square error, and $N$ is the dimension of training sample set.
The smaller the error $e_S(t)$ between the expected output value and the actual output value of the network, the higher the food concentration $E_S(t)$ of the artificial fish, and the better the performance of the neural network constructed by the artificial fish.

The distance $d_{PQ}$ between any two artificial fish $X_P(t)$ and $X_Q(t)$ in AF is calculated as follows:
\[
d_{PQ} = \sum_{i=1}^{D} \frac{|X_i^P(t) - X_i^Q(t)|}{D}, \quad X_i^P(t), \ X_i^Q(t) \text{ is the corresponding state value of two artificial fish.}
\]

When $d_{PQ} < \text{Visual}$, $X_P(t)$ and $X_Q(t)$ are the corresponding state values of two artificial fish.

**Behavior description of artificial fish swarm algorithms**

(a) **Prey behavior**: Fish tend to move towards high food concentration in water through their sensory organs.

Artificial fish $X_i(t)$ traverses all the partner fish in the search field, and the number of partners $\text{Frd}_{-}\text{Num}$ was calculated.

At first, the target fish $X_{i\text{target}}(t)$ is assigned $X_i(t)$, and the food concentration is compared with that of partner fish $X_j(t)$ in each traverse. If $E_{i\text{target}}(t) < E_j(t)$, the target fish to be searched is recorded as partner fish $X_j(t)$.

After searching all the partner fish, if the target fish $X_{i\text{target}}(t)$ is found, then the artificial fish $X_i(t)$ moves one step to the $X_{i\text{target}}(t)$ according to:
\[
X_i(t + 1) = X_i(t) + \text{rounds()} \cdot \text{step} \cdot \frac{X_{i\text{target}}(t) - X_i(t)}{d_{i\text{target}}}, \quad \text{otherwise, the artificial fish } X_i(t) \text{ moves one step to the cluster center.}
\]

(b) **Swarm behavior**: Fish like to gather, forage collectively and avoid risks. Assuming that the current state of artificial fish is artificial fish $X_i(t)$, the number of companion fish $\text{Frd}_{-}\text{Num}$ and the central position $X_c(t)$ are obtained by traversing the search field.

If $\frac{E_c(t)}{\text{Frd}_{-}\text{Num}} > \Delta E_i(t)$, it means that the food concentration in the partner center is high but not too crowded.

It can move forward to the center according to:
\[
X_i(t + 1) = X_i(t) + \text{rounds()} \cdot \text{step} \cdot \frac{X_c(t) - X_i(t)}{d_{i\text{ci}}}, \quad \text{otherwise preying behavior will be carried out.}
\]

(c) **Fellow behavior**: Some individuals in the fish swarm find the food and share the location, and others follow and arrive at the food point to eat together.

Assuming that the current state of artificial fish is $X_b(t)$, the number of partners in the field of vision is $\text{Frd}_{-}\text{Num}$ and the highest concentration of food is $X_b(t)$.

If $\frac{E_b(t)}{\text{Frd}_{-}\text{Num}} > \Delta E_i(t)$, it shows that the partner with the highest food concentration is not too crowded at $X_b(t)$.

At this time, $X_i(t)$ can move towards partner $X_b(t)$ according to:
\[
X_i(t + 1) = X_i(t) + \text{rounds()} \cdot \text{step} \cdot \frac{X_b(t) - X_i(t)}{d_{i\text{bi}}}; \quad \text{otherwise, preying behavior will be carried out.}
\]

(d) **Moving behavior**: When the individual fish $X_i(t)$ in the fish swarm finds that there is no other partner around them, it can move randomly to the next position within its field of vision according to:
\[
X_i(t + 1) = X_i(t) + \text{rounds()} \cdot \text{step}, \quad \text{thus widening the range of swarming, and further exploring for obtaining global optimum.}
\]

(e) **Bulletin board**: Update and preserve the highest food concentration and the corresponding individual fish status. In the iteration traversal process, when the individual fish food concentration is higher than the bulletin board record, the bulletin board is updated.
Chaotic search

Chaotic phenomena refer to irregular and unpredictable behaviors in non-linear systems, which are ergodic and random. When chaotic search is introduced into AFSA algorithm, its ergodicity can make the fish swarm search range include the whole target area, and its randomness is conducive to the search process breaking away from local extremum and tending to global optimum, which improves the search efficiency of AFSA algorithm and shortens the convergence time of global optimization.

Typical chaotic systems include Logistic mapping, Lorenz system and Henon map. In this paper, one-dimensional Logistic chaotic system is used as the random motion behavior required in the search process of AFSA. Definitions are as follows:

\[ y_{k+1} = f(\mu, y_k) = \mu y_k(1 - y_k), \]

where \( y_k \in (0, 1) \) and it is the value of y after kth iterations, and \( \mu \) is the control parameter of the system. When \( \mu = 4 \), the system is in a completely chaotic state, at which time \( y_k \) can not repeat all the values between (0,1).

Logistic chaotic system optimizes the activities of artificial fish swarm. It means that the generation of all random numbers includes the initialization of artificial fish and the activities of fish swarm. Therefore, the following provisions are made for artificial fish swarm:

(a) The chaotic system generates the initial artificial fish. There are 216 initial connection weights and thresholds to be optimized in the parameter identification model of permanent magnet synchronous motor based on CAFSNNA.

For the i-th Artificial Fish \( X_i(t) \), the chaotic variable \( y_{ik}(k = 1, 2, \cdots, 216) \) is generated by using the logistic system, and the initial value \( X_i(0) \) is set accordingly. If the range of parameters to be identified is (a, b), the initial state of artificial fish \( X_i(0) \) is:

\[ X_i(0) = (x_{i1}(0), x_{i2}(0), \cdots, x_{i216}(0)), \]

where \( x_{ik}(0) = a_i + (b_i + a_i)y_{ik} \).

Similarly, \( AF_\text{Num} \) artificial fish can be produced.

(b) The random number function \( \text{rounds()} \) used in formula (14-17) is generated by logistic chaotic system when calculating the preying, swarming, fellowing and moving behavior of artificial fish swarm.

4 Process analysis of PMSM motor parameter identification network algorithm based on CAFSPNNA

4.1 Network optimization algorithm for PMSM motor parameter identification based on CAFSBPNNA

CAFSBPNNA includes two parts for PMSM motor parameter identification. In the early stage, the superior global optimization ability of chaotic artificial fish swarm is used to quickly approach the global optimal point. In the later stage, the fast local convergence of BPNN neural network is used to complete the final global optimal point. The specific steps are as follows (see Fig. 4).

1. Initialize BPNN: According to the PMSM motor parameter evaluation model, the BPNN network topology structure is determined: the number of input layer, hidden layer, output layer and the number of their respective neurons.

2. Initialize CAFS: According to the topological structure of BPNN network, the connection weights and thresholds are determined. Set the initial state value of artificial fish: fish size(\( AF_\text{Num} \)), individual fish state dimension(\( D \)), visual range(\( \text{Visual} \)), moving step(\( \text{step} \)), crowding factor(\( \Delta \)), maximum iteration number(\( i_{\text{max}} \)), target error(\( WMSE_{\text{max}} \)).

Logistic chaotic system is used to determine the position and initial state of artificial fish. The initial position of individual fish \( X_i(0) \) and corresponding food concentration \( E_i(0) \) were
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Figure 4: Procedure of PMSM motor parameter identification based on CAFSBPNNA

Figure 5: Aggregation degree $\sigma$ of optimized iterative population based on CAFSBPNNA
calculated by loading samples data.

(3) Update bulletin board: The highest food concentration of individual fish was selected by traversing comparison, and the Bulletin Board was judged and updated.

(4) Behavior selection of AF: Fish swarm chooses and executes four kinds of activities: preying, fellowing, swarming and moving. Logistic chaotic system is used to enter the next optimal position.

(5) CAFS termination condition judgment: According to the Bulletin Board, the optimal food concentration and the number of iterations, it is judged whether the CAFS termination condition of CAFSNNA optimization is satisfied, and then it is transferred to the later BPNN optimization, otherwise the next step (3) is to continue the fish optimization.

(6) BPNN optimization: Transfer to the BPNN iterative optimization process, using the aforementioned BPNN back propagation iteration weight updating method until the final optimization conditions are satisfied to obtain the global optimal network.

4.2 Selection of switching opportunity for two swarm intelligence algorithms in CAFSBPNNA network optimization

In the identification model, the optimization process of BPNN network parameters is completed by CAFS and BPNN algorithms in two stages. If the switching point is too late, the CAFS algorithm will produce blind search when it approaches the global extremum point in the later stage, which will affect the convergence speed. On the contrary, if the switching point is too early and enters the BPNN search process too early, it will lead to premature convergence to the local extremum point, which will affect the convergence accuracy. Therefore, accurately grasping the switching time of the two algorithms is very important for the whole optimization.

In the traditional CAFS algorithm, the termination conditions are mainly determined by the number of iterations and the target error, but in the optimization process of CAFSNNA fusion algorithm, it is difficult to accurately judge whether it has entered the optimal terminal of CAFS fast convergence by only a single system target error. In the later stage of CAFS algorithm, the individual fish in the population are clustered near the global extremum because of their preferential characteristics, so the individual aggregation degree of the population is obviously increased, and the individual fitness value of each individual fish will also approach the average fitness value of the system. For this reason, the aggregation degree defined by formula (7) is introduced to judge the aggregation of individual fish [9].

\[
\sigma = \frac{1}{D} \sum_{j=1}^{D} \left( \frac{f_j - f_{avg}}{f} \right)^2
\]  

In the formula, \( f_j \) is the fitness function value of individual fish \( X_j(t) \), \( f_{avg} \) is the average fitness value of population, and \( f \) is the normalized parameter. In the early stage of identification, the individual fish in the fish swarm have great difference, including loose distribution, low clustering degree and large value. In the later stage of optimization, the fish flock clustering degree increases and aggregation degree \( \sigma \) is higher. When \( \sigma \) is less than the threshold value, aggregation degree of the fish swarm is very high. The fusion algorithm has entered the later stage of rapid convergence of CAFS, and then it can be turned into BPNN for precision optimization.

Fig.5 is the change curve of aggregation degree \( \sigma \) in the iteration process of CAFSBPNNA, and CAFS-BPNNA-base is the original curve of iteration optimization. CAFS-BPNNA-\( \sigma \) is an iterative curve with the judgment of population aggregation degree \( \sigma \). After the first curve is below 0.0001, the CAFS fish swarm optimization enters the disordered state until it reaches the preset iteration number of 50 and then turns to BPNN to search for the global extremum
quickly. The latter iteration curve adds the optimum iteration of judging the degree of population aggregation $\sigma$ to switch directly to another BPNN optimization algorithm after $\sigma$ drops below 0.0001, and reaches the extremum point after fast convergence. The comparison results show that the iteration optimization which combines the judgment of population aggregation degree $\sigma$ can effectively avoid the disordered swimming in the later optimization stage of the fish swarm algorithm and improve the convergence speed of the fusion algorithm.

5 Result and analysis

5.1 Experimental setting of PMSM motor parameter identification

The PMSM speed control system based on speed closed-loop control regulation is constructed on the motor control platform, as shown in Fig.6. The parameters of PMSM motor are as shown in Tab.3.

The range of parameters to be determined is $R_s \in (0, 5)$, $L_d \in (0, 015)$, $L_q \in (0, 015)$, $\psi_f \in (0, 3)$.

The motor adopts SVPWM control strategy and the pulse current (-2A) injected into the d-axis at 0.1s lasts 5 ms. Fig.7 shows the speed tracking curve of the motor when the current pulse is injected at $\omega = 2000r/min$. The data show that the speed fluctuation of the motor after the instantaneous pulse input is less than 0.5%, and the influence on the system can be neglected.

Data0 and Data1 are generated by sampling $\{u_d, u_q, i_d, i_q, \omega\}$ before and after pulse current injection, and 500 groups are sampled as training and testing sets of CAFS-BPNNA.
5.2 Experimental setting of PMSM motor parameter identification

The parameters of CAFSNNA algorithm are as follows: the input neuron number \( n = 9 \); the hidden neuron number \( m = 15 \), and Tansig taken as transfer function; output neuron number \( l = 4 \), and linear purelin taken as transfer function. The training error is calculated by \( WMSE \).

Connection weight updating is calculated by cumulative error method of adaptive inertial momentum. Intelligent fish swarm settings include: the fish swarm number \( AF\_Num = 30 \), individual fish size dimension \( D = 216 \), visual field range \( Visual = 1 \), maximum step size \( Step = 0.5 \), crowding factor \( \Delta = 14 \), maximum iteration number \( imax = 400 \), training sample 400 groups, minimum allowable training error is 0.001.

In order to compare the performance of PMSM motor parameter identification based on CAFSBPNNA algorithm, RLS and PSO are introduced for analogy identification. RSL parameter configuration: learning factor \( C_1 = C_2 = 2 \), inertia weight \( W = 0.5 \), the maximum number of iterations is 400. PSO parameter configuration: estimate \( \hat{\Theta}(0) = 1 \), covariance \( P_0 = p_0 I, p_0 = 10^6 \), the maximum number of iterations is 400.

5.3 Training error analysis based on motor speed and torque

The speed and torque of PMSM motor are the two main indexes that affect the performance of the motor. Therefore, in the experiment, the motor is set in different conditions of speed and torque to compare the identification ability of various intelligent algorithms for motor parameters. Fig. 8 is PMSM motor speed \( \omega = 2000\text{r/m} \) and load torque is \( 2\text{N} \cdot \text{m} \). The three intelligent algorithms in this paper track and compare the waveforms of motor parameter identification effect and iteration times. Tab.4 gives the identification error data of three algorithms for motor under normal speed of \( 2000\text{r/m} \) and maximum speed of \( 2500\text{r/m} \), as well as Torque is \( 2\text{N} \cdot \text{m} \) and \( 3\text{N} \cdot \text{m} \).

Fig. 8 shows that RLS has the worst convergence performance. It usually needs 150 iterations to reach the convergence point of all identification parameters. PSO has better convergence effect, but its convergence accuracy is not high compared with other two algorithms. Compared with RLS and PSO, the proposed CAFSBPNNA algorithm has better convergence time and accuracy.

When the torque value is fixed to \( 2\text{N} \cdot \text{m} \) and the speed is adjusted to the maximum speed, the total training error of the three algorithms decreases, among which the RLS decreases the most, the CAFSBPNNA algorithm changes the least and the identification accuracy is the highest. When the speed is fixed at \( 2000\text{r/m} \) and the torque is increased by \( 1\text{N} \cdot \text{m} \), the single error of PSO arithmetic fluctuates, the errors of \( R_s \) and \( L_d \) become larger, the errors of \( L_q \) and \( \psi_f \) become smaller, and the total error increases. The \( \psi_f \) of RLS and CAFSBPNNA is basically constant, and the total training error decreases with the decrease of \( R_s, L_d \) and \( L_q \). CAFSBPNNA has the smallest change and the highest accuracy.

In summary, compared with RSL and PSO, CAFSBPNNA is superior to the other two reference algorithms in parameter identification under uniform working conditions and error fluctua-
Figure 8: PMSM motor parameter identification results ($\omega = 2000r/min, T = 2N\cdot m$)

6 Conclusion

Aiming at the identification of PMSM motor parameters $R_s, L_d, L_q$ and $\psi_f$, the full rank identification model of motor parameters is derived based on PMSM motor voltage equation and flux equation. The feasibility of motor parameters identification by d-axis current injection in
steady state and the sampling method of sample data set are analyzed. A method of parameter identification of PMSM motor by optimizing BPNN with CAFS is proposed. Compared with PSO and RLS, experiments show that the proposed CAFSBPNNA algorithm has high accuracy and short convergence time for motor parameter identification, and has the stability of identification when working conditions are changed. The specific advantages are as follows:

(1) The CAFSBPNNA algorithm fully coordinates the local and global search performance advantages of BPNN and CAFS, speeds up the convergence speed and improves the convergence of motor parameter identification.

(2) The application of chaotic search reduces the sensitivity of initial value of parameter identification and enhances the robustness of parameter setting in the learning process.

(3) The CAFSBPNNA algorithm has good stability, and can maintain good identification effect under different speed and torque conditions.

CAFSBPNNA algorithm has good versatility. It can be used not only for parameter identification of PMSM motor, but also for parameter identification and on-line tracking of other motors such as stepping motor, induction motor and precision motor. CAFSBPNNA algorithm proposed in this paper is more computational than on-chip system resources. The system adopts online sampling and periodic uploading of motor operation data. The parameters of identification network are optimized and updated by off-line optimization and remote download. Later on-chip system is implemented. In the future, the online optimization and updating methods of network parameters are further studied on the basis of improving the performance of on-chip system and optimizing the time and space complexity of algorithm.
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Abstract: As an international scientific journal, Studies in Informatics and Control (SIC) covers the field of Information Technology (IT) and topics related to research areas, as well as important applications in IT, with particular emphasis on Advanced Automatic Control, Modeling and Optimization. SIC has greatly contributed to the areas where it involves since its first online publication way back in 1992. This paper sets out to analyze the structure and the underlying trend of the journal by making use of bibliometric methods. Firstly, the classical indicators are provided to illustrate the performance of the journal. This current study performs an in-depth analysis of the most productive and the most influential authors, institutions, and countries/regions, as well as the most cited research works published in SIC. Secondly, the visualization tools VoS viewer and CiteSpace are used to create scientific maps that may explain the structure of the journal in an intuitionistic way. In the science mapping, the co-citation maps, and the co-authorship networks of various items (such as authors, institutions, and countries/regions) are conducted. Also, the bursts detection of these items are derived. The co-occurrence of keywords and their bursts detection and timeline review are shown, respectively. Finally, some conclusions are given. This paper provides a comprehensive and visual understanding of this well-regarded scientific journal.

Keywords: Studies in Informatics and Control; bibliometric analysis; Web of Science; science mapping analysis, information technology.
1 Introduction

As an international scientific journal, *Studies in Informatics and Control (SIC)* is one of the leading journals in the field of Information and Communication Technologies (I&CT) in Romania. It provides important perspectives on topics relevant to Information Technology (IT), with an emphasis on useful applications in the most important areas of IT such as Automatic Control, System Modeling and Optimization. The journal was first published in 1989 under the name "Studies in Computers and Informatics" as a publication of the Institute for Computer Technique and Informatics (ITCI). It was renamed as the current name *SIC* in 1990. In 1992, the journal became an international one with an Editorial Board of scientists from 17 countries and prof. Theodore Williams of Purdue University played a major role in shaping journal profile. Since 1992, *SIC* has been published both in print and online by the Romanian Institute for R&D in Informatics, ICI Burcharest under the auspices of the Romanian Academy [12]. According to the current homepage of the journal (https://sic.ici.ro/about-sic/), this quarterly journal has been included within the coverage of Inspec database (since 1993), DOAJ (since 1996), Google Scholar (since 2006) and Philadelphia-based Institute of Scientific Information (ISI Thomson-Reuters) / Clarivate Analytics - Science Citation Index Expanded (SCIE) (since 2008), Scopus (since 2010) and other relevant academic databases and search engines listings. The journal impact factor in 2018 was 1.347 according to the Journal Citation Reports (JCR) published in Web of Science (WoS). The ranking of the journal in the research field of automation & control system was 45 out of 62 while in the field of operations research & management science it was 53 out of 84. Prof. F.G. Filip, a member of the Romanian Academy, is the founder and editor-in-chief of the journal.

Bibliometrics analyze patterns that appear in the publication and communication of documents by using mathematical and statistical methods [11]. It provides a systematic, transparent, and reproducible review to a large body of information by providing a structural analysis [1]. Bibliometric methods are used in various fields for the purpose of research evaluation [19]. Because bibliometrics is effective in revealing the evaluation of a research direction, it has been applied in many fields, such as economy [10], management [21], innovation [5,13], decision support [14] and entrepreneurship [16,17]. In addition, it also has been widely used to evaluate a certain journal, including *European Journal of Operational Research* [15], *Information Sciences* [29], *IEEE Transactions on Fuzzy Systems* [28], *International Journal of Intelligent Systems* [18], *Knowledge-Based System* [8], and *Technological and Economic Development of Economy* [27], *International Journal of Strategic Property Management* [31], *International Journal of Computers Communications & Control* [25], etc.

The bibliometric evaluation comprises two procedures [20]: performance analysis and science mapping. The performance analysis evaluates the performance of different scientific actors based on the number of publications and citations [8] and it is illustrated by a series of bibliometric indicators. The science mapping mostly aims at displaying the structure, evaluation and dynamic aspects of scientific research [2,3]. In fact, many visualization tools or softwares are created to make science mapping analysis, and Cobo et.al [7] made a comparation of them. Two of the most common science mapping softwares, VoS viewer and CiteSpace are applied in this paper. VoS viewer represents the bibliometric map in an easy-to-interpret way [24] and can construct the maps of co-citation, co-authorship, co-occurrence, citation and bibliographic coupling. Besides, burst-detection provided by CiteSpace helps scholars to identify emergent terms regardless of how many times their host documents are cited [6]. The hot topics and research trends can be detected from the time-line view of CiteSpace.

The main contribution of this paper consists in performing a bibliometric analysis of the research works published in *SIC*. The bibliometric indicators are applied to various levels such
as authors, institutions, and countries/regions. The analysis of co-citation, co-authorship and co-occurrence concerning various items, as well as the burst detection and time-line view are presented in science mapping. The rest of this paper is structured as follows: Section 2 describes the source of data used in this paper, and the performance analysis of SIC is illustrated in Section 3. In Section 4, scientific maps and relative evaluation are presented. Furthermore, some conclusions are given in Section 5.

2 Data description

According to the website of SIC (https://sic.ici.ro/), the journal has been included within the coverage of Clarivate Analytics - SCIE (since 2008). Clarivate Analytics is a company with an entrepreneurial mission to help customers reduce the time from new ideas to life-changing innovations. SCIE created as SCI in 1964 indexes more than 9,200 of the world’s most impactful journals across 178 scientific disciplines. And it contains more than 53 million records and 1.18 billion cited references way back from 1900 to 2019. Since the SCIE is included in the WoS Core Collection, relative data have been downloaded from WoS Core Collection SCIE (https://apps.webofknowledge.com/) to analyze the performance of research works published in the journal from 2008 to November 1, 2019. With the database set at WoS Core Collection, the citation indexes set at SCIE and the timespan set at 2008-2019, full records and cited references of documents in SIC are searched and exported in plain text form in November 1, 2019. The performance analysis and science mapping analysis of the journal are based on 527 papers that have been searched and their relative information derived from WoS.

3 Performance analysis of SIC

In this section, the annual publications and citations of the journal are described. Depending on the bibliometric indicators, the most productive and influential authors, countries/regions, and institutions are exhibited, as well as the most cited documents.

3.1 Annual publications and citations

Since 2008, 527 research works have been published in SIC, among which 517 documents are articles, which accounts for 98.102% of the total number of research works. The other four types of the documents are editorial materials (6; 1.139%), proceeding papers (6; 1.139%), reviews (3; 0.569%) and biographical items (1; 0.19%).

It can be seen from Figure 1 that, the annual publications in SIC are constant. The minimum number of publications was 38 in 2008 and 2014, and the maximum number of publications was 51 in 2016 and 2017. Since SIC was included within the coverage of Clarivate Analytics - SICE in 2008, the number of annual citations of this scientific journal keeps to increase rapidly and exceeded 50 in 2010 and 100 in 2012 for the first time. A great augment of citations appeared in 2018. The number of citations is 351 in 2018, which is 82 higher than that in 2017 (269 citations). During the past 10 months of 2019, the research works in SIC has been cited 312 times, which is higher than the number of citations in 2017.

In order to illustrate the citation structure of the publications in SIC, the relative information is listed in Table 1. The number of publications (P), the number of citations (C), the number of cumulative publications and citations (CP and CC), the number of document whose number of citations is more than 50 (≥ 50), 30 (≥ 30), 20 (≥ 20), 10 (≥ 10), 5 (≥ 5) and 1 (≥ 1), H-index (the abbreviation of Hirsch-index) [9] and the total citations of annual publications (TC) are listed by year to evaluate performance.
The number of C became greater than that of P in 2010 for the first time and the number of CC is higher than the number of CP since 2012. It means that all the publications in SIC have been cited at least once on average. During the 12-year period, only 2 documents published in 2012 and 2015 are cited not less than 50 times. 6 of 527 documents are cited not less than 30 times, and 2 of the 6 documents published in 2013. 14 of 527 documents are cited not less than 20 times, and 4 of the 14 documents published in SIC in 2010. The 44 documents published in 2010 gained much attention and made much influence with the highest number of citations (254). 4 of the 44 documents are cited not less than 20 times, 8 of the 44 documents are cited not less than 10 times, and the H-index of the 44 documents is 9. These 3 indicators are the highest compared with them of other 11 years. The highest numbers of documents with number of citations not less than 30 and not less than 5 are in 2013. In the year of 2016, 44 of the 51 documents are cited at least once, which is the highest compared with other 11 years. Based on the above analysis, it can be found that the documents in 2010, 2012, 2013, 2015 and 2016 have greatly contributed to SIC.

3.2 The most productive and influential authors and documents

In this subsection, some bibliometric indicators concerning the publications and the citations are utilized to evaluate authors and documents.

The most productive and the most influential authors

Table 2 lists the top 8 productive authors who published not less than 10 articles in SIC since 2008. Some indicators such as P, the year of first publication (YFP), the year of latest publication (YLP), average publications (AP) and type of their research works, are shown in Table 2.

Benrejeb, M. is the most productive author who has published 13 documents in the journal since 2008. Thorsteinson, G. from Iceland published 12 articles in this journal from 2008 to 2016 and the AP of him is 1.33. Niculescu, A. from Romania published 11 articles and 1 editorial
Table 1: Characteristics of annual publications from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Year</th>
<th>P</th>
<th>C</th>
<th>CP</th>
<th>CC ≥50</th>
<th>CC ≥30</th>
<th>CC ≥20</th>
<th>CC ≥10</th>
<th>CC ≥5</th>
<th>CC ≥1</th>
<th>H-index</th>
<th>TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>38</td>
<td>2</td>
<td>38</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>7</td>
<td>30</td>
<td>6</td>
<td>113</td>
</tr>
<tr>
<td>2009</td>
<td>44</td>
<td>54</td>
<td>123</td>
<td>63</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>37</td>
<td>9</td>
<td>254</td>
</tr>
<tr>
<td>2010</td>
<td>40</td>
<td>66</td>
<td>163</td>
<td>129</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>11</td>
<td>37</td>
<td>6</td>
<td>162</td>
</tr>
<tr>
<td>2012</td>
<td>48</td>
<td>102</td>
<td>211</td>
<td>231</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>14</td>
<td>41</td>
<td>8</td>
<td>239</td>
</tr>
<tr>
<td>2013</td>
<td>46</td>
<td>148</td>
<td>257</td>
<td>379</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>17</td>
<td>39</td>
<td>8</td>
<td>247</td>
</tr>
<tr>
<td>2014</td>
<td>38</td>
<td>186</td>
<td>295</td>
<td>565</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>32</td>
<td>6</td>
<td>131</td>
</tr>
<tr>
<td>2015</td>
<td>47</td>
<td>208</td>
<td>342</td>
<td>773</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>10</td>
<td>39</td>
<td>5</td>
<td>192</td>
</tr>
<tr>
<td>2016</td>
<td>51</td>
<td>225</td>
<td>393</td>
<td>998</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>44</td>
<td>5</td>
<td>141</td>
</tr>
<tr>
<td>2017</td>
<td>51</td>
<td>269</td>
<td>444</td>
<td>1267</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>16</td>
<td>38</td>
<td>217</td>
</tr>
<tr>
<td>2018</td>
<td>48</td>
<td>351</td>
<td>492</td>
<td>1618</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>42</td>
<td>4</td>
<td>82</td>
</tr>
<tr>
<td>2019*</td>
<td>35</td>
<td>312</td>
<td>527</td>
<td>1897</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

Table 2: The top 8 productive authors in SIC from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Authors</th>
<th>Countries</th>
<th>P</th>
<th>YFP</th>
<th>YLP</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Benrejeb, M</td>
<td>Tunisia</td>
<td>13</td>
<td>2008</td>
<td>2018</td>
<td>1.18</td>
</tr>
<tr>
<td>2</td>
<td>Thorsteinsson, G</td>
<td>Iceland</td>
<td>12</td>
<td>2008</td>
<td>2016</td>
<td>1.33</td>
</tr>
<tr>
<td>3</td>
<td>Niculescu, A</td>
<td>Romania</td>
<td>12</td>
<td>2008</td>
<td>2019</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>Page, T</td>
<td>England</td>
<td>11</td>
<td>2008</td>
<td>2013</td>
<td>1.83</td>
</tr>
<tr>
<td>5</td>
<td>Wang, H. P</td>
<td>China</td>
<td>11</td>
<td>2010</td>
<td>2019</td>
<td>1.10</td>
</tr>
<tr>
<td>6</td>
<td>Tian, Y</td>
<td>China</td>
<td>11</td>
<td>2014</td>
<td>2019</td>
<td>1.83</td>
</tr>
<tr>
<td>7</td>
<td>Borne, P</td>
<td>France</td>
<td>10</td>
<td>2008</td>
<td>2019</td>
<td>0.83</td>
</tr>
<tr>
<td>8</td>
<td>Radulescu, C. Z</td>
<td>Romania</td>
<td>10</td>
<td>2009</td>
<td>2019</td>
<td>0.91</td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

Material in SIC since 2008 and he published 1 document in the journal per year on average. The 2 authors with highest number of AP (1.83) is Page, T. from England and Tian, Y. from China. Page, T published his 11 articles in SIC during the period from 2008 to 2013, while Tian, Y. published 11 articles in the journal in the last 6 years. In terms of YFP, 5 of the top 8 productive authors started to publish in the journal since 2008. 5 of the top 8 productive authors continue to publish in the journal until 2019. 2 of the top 8 productive authors come from Romania, and another 2 of the 8 authors are from China. The other 4 authors come from Tunisia, Iceland, England and France, respectively. The research areas of all these 8 authors are operations research & management science and automation & control systems, according to the classification of WoS.

According to some common indicators about citations, Table 3 lists the top 3 influential authors with the number of citations higher than 100.

Table 3: The top 3 influential authors in SIC from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Authors</th>
<th>Country</th>
<th>P</th>
<th>AC ≥50</th>
<th>AC ≥30</th>
<th>AC ≥20</th>
<th>AC ≥10</th>
<th>AC ≥5</th>
<th>AC ≥1</th>
<th>H-index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Zavadskas, E. K</td>
<td>Lithuania</td>
<td>8</td>
<td>170</td>
<td>21.25</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>Turskis, Z</td>
<td>Lithuania</td>
<td>5</td>
<td>128</td>
<td>25.6</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Tuba, M</td>
<td>Serbia</td>
<td>7</td>
<td>115</td>
<td>16.43</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

In Table 3, P and C are the publications and citations of the authors respectively, and
AC represents the average citations of an author. Zavadskas, E. K. from Lithuania published 8 articles in SIC and obtained 170 citations in total. The H-index of him is 7, which means that there are 7 of his articles published in the journal cited at least 7 times. The AC of Turskis, Z. from Lithuania (25.6) is the highest, for he published only 5 articles in the journal and obtained 128 citations. All of the 3 authors have 1 article cited not less than 50 times and have 1 article has not been cited until November 1, 2019. There is some interesting information observed on the website of WoS. Only 2 articles in SIC are cited not less than 50 times, and 1 of them is a cooperative article published in June 2015 by Zavadskas, E.K, Turskis, Z. and Antucheviciene, J., while another one is the work of Bacanin, N and Tuba, M. The 2 articles written by the 3 authors with on citations are published in September 2019. 1 of the 2 articles is "A Novel Extended EDAS in Minkowski Space (EDAS-M) Method for Evaluating Autonomous Vehicles" [30] written by Zavadskas, E.K, Stevic, Z, Turskis, Z and Tomasevic, M. The another one is written by Tuba, M together with Tuba, E, namely article "Generative Adversarial Optimization (GOA) for Acute Lymphocytic Leukemia Detection" [23].

The most cited documents

To analyze the influence of the documents published in the journal during the period from 2008 to November 1, 2019, the top 6 cited publications which have been cited not less than 30 times, are listed in Table 4. The relative information, namely C, AC, the number of authors (NA), the type of document, the publication year, and research area (RA) of these publications are also listed.

Table 4: The top 6 influential documents in SIC from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Title</th>
<th>Authors</th>
<th>C</th>
<th>AC</th>
<th>NA</th>
<th>Type</th>
<th>Year</th>
<th>RA</th>
</tr>
</thead>
</table>

* As of November 1, 2019.

All of the 6 most influential documents are articles and their research areas cover Automation & Control Systems and Operations Research & Management Science. The 6 articles are results of cooperation among authors, and only 1 of them was written by 2 authors while the other 5 of
the 6 articles were written by 3 or 4 authors.

3.3 The productive and influential countries/regions and institutions

In this subsection, the countries/regions and institutions that mostly contribute to the journal from the perspective of productivity and influence respectively are analyzed. The indicators such as P, C, AC and H-index are exhibited.

The most productive and the most influential countries/regions

To analyze the productivity of countries/regions, the top 6 most productive countries/regions with publications not less than 20 and their annual publications are shown in Figure 2.

![Figure 2: The annual publications of top 10 productive countries/regions from 2008 to 2019*](image)

* As of November 1, 2019.

The top 6 productive countries/regions are Romania (209), France (46), Tunisia (39), China (37), Chile (30) and India (25) in a strict order. The number of the total publications of the 6 countries/regions reached the highest value (39) in 2010, 2015 and 2016. Romania published more than 20 documents in the journal in 2010, 2015, 2016, and 2017 and it is the most productive country among the 6 countries/regions per year except for in 2008. In this year, France published 11 documents in the journal while the publication of Romania is 10. As the second productive country, the publication of France is more than 10 documents only in 2008, and it published just 1 to 6 documents in the journal per year from 2009 to 2019. Chile had its first 3 publications in the journal way back in 2009, and has continued to publish at least one document in the journal until 2019. Some countries/regions published no documents in the journal only occasionally. The third productive country Tunisia published no documents in SIC in 2013 and 2014, and published at least 2 documents in the journal in other years. China published only 1 article in the journal in the first 3 years, while it published frequently in SIC in the last 10 years. India published nothing in the journal during the period from 2010 to 2012.

To analyze the influence of countries/regions, the indicators are used to describe the citation structures of top 7 most cited publications which are cited not less than 100 times, as listed in Table 5.
The most productive country Romania is also the most influential one with 682 citations and the highest value of H-index 10. Lithuania and Serbia are the only two countries with the value of AC over 10, which means their publications in the journal are cited more than 10 on average. They are also the only 2 countries with 1 of their publications in the journal cited not less than 50 times, and the 2 countries published less than 20 documents in the journal while obtained more than 180 citations. Although Lithuania published just 14 documents in the journal, it is the third influential country with the highest value of AC 14.14. As 1 of the top 6 productive country, India was not included for its publications in the journal are cited just 39 times in total. It is reasonable to infer that the number of citations have no any direct connection with the number of publications. In other words, a high number of publications does not always involve a high citation score.

The most productive and the most influential institutions

Table 6 lists the top 10 productive institutions whose number of publications exceeds 15. The relative indicators are also listed in order to illustrate their productivity and influence.

From Table 6, it can be figured out that the National Institute for R&D in Informatics - ICI Bucharest is the leading productive institution, with a number of publications almost twice higher than that of the second productive institution - University Politehnica of Bucharest. 4 of 10 institutions are in France, 3 of 10 institutions are in Romania, and other 2 are in Tunisia. Pontificia Universidad Católica de Valparaiso is the only institution from Chile. The publications of the top 6 institutions are more than 25, while the publications of other 4 are around 20.

In fact, there is no significant difference in the list of top 10 productive and cited institutions. Vilnius Gediminas Technical University (Lithuania) takes the place of École Centrale Lille
(France) and is the top 2 cited institutions with 13 P, 183 C, 14.54 AC and the value of H-index 8. The relative indicators: P, C, AC and H-index, are used to illustrate the influence of the top 10 influential institutions in Figure 3.

* As of November 1, 2019.

Figure 3: The radar map of top 10 productive institutions in terms of P, C, AC and H-index from 2008 to 2019*.

The number of publications of the National Institute for R&D in Informatics - ICI Bucharest (Romania) is distinctly higher than these of other institutions, while there are no obvious differences among other institutions. The number of citations is higher than the number of their publications, and the citations of the National Institute for R&D in Informatics - ICI Bucharest (Romania) and Vilnius Gediminas Technical University (Lithuania) are one or half more than those of other institutions. There are no evident differences among the H-indices of these 10 institutions. The AC of Vilnius Gediminas Technical University (Lithuania) is 14.54, while the AC of other institutions are less than 6.

4 Science mapping analysis of SIC

In order to intuitively display the structure of publications in SIC, science network maps have been developed by using the VoS viewer and CiteSpace regarding three different aspects: co-citation analysis, co-authorship analysis, and co-occurrence analysis. Parts of burst information are detected by CiteSpace and listed in Tables. The co-citation analysis of authors, references and journals, the co-authorship of authors, institutions, and countries/regions, co-occurrence of keywords and the corresponding burst detection of the 527 documents published in SIC are presented, respectively.
4.1 Co-citation analysis

Co-citation was defined as the frequency with which two documents are cited together in the very beginning [22]. It was expanded into the co-citation analysis of journals and authors [26]. In the network of co-citation analysis, different nodes represent different references/journals/authors, and they are clustered by similarity and presented by a color. The size of the node represents the total number of citations with which the reference/journal/author is cited. The link between two nodes means that they are co-cited, and the size of the link represents the strength of their co-citation relationship. In the following, three types of co-citation analysis: references co-citation analysis, journals co-citation analysis, and authors co-citation analysis, are made, and all the network maps are established using VoS viewer.

Depending on the visualization tool VoS viewer, 8,335 cited authors are derived. In order to show them clearly, the minimum number of an author’s citations is set at 10, and 52 authors meet the threshold. The cluster resolution is set at 0.5. The largest set of connected items consists of 49 authors, as shown in Figure 4.

As Figure 4 illustrates, all of the 49 authors are classified into six clusters, which are represented by six different colors. The bigger the node is, the more the author is cited by documents published in SIC from 2008 to November 1, 2019. The most-cited author is Filip, F.G with 51 citations of his publications. The link shows the co-citation relationship between two authors. The width of the link is positively related to the strength of the relationship. The link between Andrei, N and Dai, Y. H is the widest, and the link strength is 93. This means that Andrei, N and Dai, Y. H are co-cited 93 times. Furthermore, the top 10 cited authors with the strongest citation bursts are listed in Table 7.

The cited author with the strongest citation bursts is Banciu, D from Romania. The strength of bursts is 3.9566 and the period of citation bursts is 2010-2014. The citation of Liouane, N from Tunisia burst in 2008 and 2009, and the citation bursts of other 9 authors occurred later than 2009. From 2010 to 2014, the citations of authors successively burst, and the citations of 3 authors burst in 2010. Only the citation of Zadeh, L. A from USA and Wang, H. P from China burst in last 3 and 4 years respectively, which means that the works of Zadeh, L. A and Wang, H. P have been taken into consideration and cited by many scholars in the last 3 or 5 years.
Table 7: The top 10 cited authors with the strongest citation bursts from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Cited Authors</th>
<th>Strength</th>
<th>Begin</th>
<th>End</th>
<th>2008-2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Banciu, D</td>
<td>3.9566</td>
<td>2010</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Suduc, A. M</td>
<td>3.4812</td>
<td>2011</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Zadeh, L. A</td>
<td>3.4076</td>
<td>2017</td>
<td>2019</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Susnea, I</td>
<td>3.0751</td>
<td>2011</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Thorsteinsson, G</td>
<td>3.0739</td>
<td>2010</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Liouane, N</td>
<td>2.8432</td>
<td>2008</td>
<td>2009</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Peng, Y</td>
<td>2.7815</td>
<td>2012</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Page, T</td>
<td>2.6353</td>
<td>2010</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Wang, H. P</td>
<td>2.5943</td>
<td>2016</td>
<td>2019</td>
<td></td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

To visualize the references co-citation networks, the minimum number of citations of a reference is set at 3, and 209 of 10,810 references have met the threshold. Figure 5 illustrates the largest set of connected items which consists of 204 references. With the cluster resolutions set as 0.5, there are six clusters differentiated by six colors. Two linked items are cited together at least once. Table 8 lists the top 1 reference with the strongest citation bursts from 2008 to 2019. The reference was published by Cabrera, G.G in 2012, and the citation of the reference bursts in 2014 and 2015. This means that the citations of this article in these 2 years are more numerous than those of the other years. Cabrera G.G et al. [4] proposed a hybrid algorithm which combines the Particle Swarm Optimization (PSO) algorithm and the Simulated Annealing (SA) algorithms to solve the Probabilistic Traveling Salesman Problem (PTSP).

Table 8: The top 1 reference with the strongest citation bursts from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Reference</th>
<th>Year</th>
<th>Strength</th>
<th>Begin</th>
<th>End</th>
<th>2008-2019</th>
</tr>
</thead>
</table>

* As of November 1, 2019.

By setting the minimum number of citations of a journal at 20 and the resolution at 1.0, the journals co-citation network can be visualized in Figure 6. 46 of 6,286 journals are selected and SIC is the most cited journal (651 citations) followed by European Journal of Operational Research with 115 citations. Figure 6(a) shows the co-citation relationship between the 46 journals. The thicker the link is, the more the linked 2 journals are cited together. To make it clearer, the minimum strength of the link is set at 150 and the result can be seen in Figure 6(b). The existing links from Figure 6(b) show that the linked journals are co-cited not less than 150 times. Only 6 links meet the threshold, and the linked journals by the 6 links are illustrated in Table 9.

For further studying of the cited journals, the CiteSpace has been applied in order to detect the citation bursts of them. The top 10 cited journals with the strongest citation bursts and the related information are listed in Table 10.

International Journal of Computers, Communications & Control (IJCCCC) is the journal with the strongest citation bursts 11.578, which is at least twice than those of others. Compared
Figure 6: The journals co-citation network.

...to other 2 journals whose bursts lasted for four years from 2009 to 2012, IJCCC is cited more than them. The citation bursts of most journals began in 2009, 2011 or 2013 and lasted for 2-4 years. The journals ISA Transactions is more cited than before, because its citation bursts occurred in the last 4 years.

4.2 Co-authorship network

Co-authorship reflects the collaborative relationship between authors/institutions/countries/regions that have published documents in the journal. In the following, the cooperation relationship is analyzed from the perspective of authors (microcosmic scale), institutions (middle scale) and countries/regions (macroscopic scale). The VoS viewer is applied in order to create the network maps and the CiteSpace in order to detect the citation bursts information.

It can be found that 1,147 authors published at least 1 document in SIC. In Figure 7, the largest set of connected items consists of 76 authors and their co-authorship networks are shown. With the clustering resolution set at 0.5, 11 clusters are derived and represented by 11 colors. The size of the node reflects the number of publications of the author, and the strength of the
Table 9: The 6 couples of journals with strongest co-citation strength from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Link strength</th>
<th>Journal 1</th>
<th>Journal 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>160</td>
<td>Studies in Informatics and Control</td>
<td>IEEE Transactions on Automatic Control</td>
</tr>
<tr>
<td>4</td>
<td>155</td>
<td>Studies in Informatics and Control</td>
<td>Expert System with Applications</td>
</tr>
<tr>
<td>5</td>
<td>153</td>
<td>Studies in Informatics and Control</td>
<td>Automatica</td>
</tr>
<tr>
<td>6</td>
<td>150</td>
<td>Studies in Informatics and Control</td>
<td>European Journal of Operational Research</td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

Table 10: The top 10 cited journals with the strongest citation bursts from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Cited Journals</th>
<th>Strength</th>
<th>Begin</th>
<th>End</th>
<th>2008-2019</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Communications &amp; Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Computers in Industry</td>
<td>4.2578</td>
<td>2011</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Mathematical Programming</td>
<td>3.9211</td>
<td>2008</td>
<td>2009</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Communications of the ACM</td>
<td>3.9011</td>
<td>2009</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>IEEE Transactions on Neural Networks</td>
<td>3.8133</td>
<td>2009</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Journal of the Operational Research Society</td>
<td>3.7977</td>
<td>2013</td>
<td>2015</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Journal of Intelligent Manufacturing</td>
<td>3.7971</td>
<td>2011</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>ISA Transactions</td>
<td>3.7841</td>
<td>2016</td>
<td>2019</td>
<td></td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

link represents the frequency of cooperation. The linked authors are cooperators and they finish at least 1 document with each other. In each cluster, almost every author has cooperated with the most productive author. By setting the minimum strength of link at 4, the Figure 7(b) is derived. The strongest cooperation relationship is between Wang, H. P and Tian, Y, they have written 10 documents in cooperation. Wang, H. P and Christov, N have published 4 documents together, and they represent the second strongest cooperative relationship.

To analyze the co-authorship of the institutions, the VoS viewer has been employed to map the co-authorship networks. The minimum number of documents of an institution is set at 5, and 32 of 457 institutions meet the threshold. Among all the 32 institutions, 17 are part of the largest connected network as shown in Figure 8 (with the clustering resolution set at 0.5).

17 institutions are grouped into 4 clusters which are marked in red, yellow, green and blue, and Figure 8 shows the cooperation relationship between them. The National Institute for R&D in Informatics, ICI Bucharest and the University Politehnica of Bucharest are the two most productive institutions of them. The top 6 groups with the strongest cooperation are listed in Table 11. The National Institute for R&D in Informatics maintains a strong cooperation with many other institutions.

The co-authorship network of countries/regions is shown in Figure 9. It is the largest linked network consisting of 54 countries/regions (there are 60 countries/regions in total) obtained by applying the VoS viewer.

International cooperation relationships among 54 countries/regions are exhibited in Figure 9. Romania, France, China and Tunisia are the four most productive countries. Table 12 lists
the main international cooperation information of the top 6 most productive countries/regions.

The links represent the number of cooperators, and total link strength represents the number of international cooperative publications. Cooperation strength is the percentage of total link strength from the number of documents. The main cooperators of the 6 countries/regions and their link strength are listed, and the link strength represents the number of cooperative documents. Romania is the most productive (209 documents) country in the past 12 years and owns the most collaborative countries/regions. However, the total link strength of Romania (31) is not the highest, and the cooperation strength (14.83%) is the lowest. France has published 46 documents in SIC since 2008, and 76.09% of these research works were written with authors from other 10 countries/regions. As the country with the highest cooperation strength (76.09%), France establishes a strong international collaborative relationship. The collaborative strength between France and Tunisia is the strongest, and they have cooperated for 17 times. In the last 12 years, the authors from Tunisia have written documents with authors from France, Lithuania and Saudi Arabia. Indian authors prefer to cooperate with the authors who come from Romania, England, France and Oman.
Table 11: The top 6 groups with the strongest cooperation from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Link strength</th>
<th>Institutions 1</th>
<th>Institutions 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>Spiru Haret University</td>
<td>University of Iceland</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>École Centrale Lille</td>
<td>Ecole Nationale d’Ingénieur de Tunis</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>Bucharest University of Economic Studies</td>
<td>National Institute for R&amp;D in Informatics - ICI</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>CASA ACAD Romane</td>
<td>National Institute for R&amp;D in Informatics - ICI</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>University Politehnica of Bucharest</td>
<td>National Institute for R&amp;D in Informatics - ICI</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>Loughborough University</td>
<td>University of Iceland</td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

Next, CiteSpace is used to detect the citation bursts of authors, institutions, and countries/regions. Table 13 lists the top 1 author, the top 4 institutions and the top 5 countries/regions with the strongest citation burst from 2008 to 2019.

Tian, Y is the only one author with citation bursts over the past 12 years, and the citation bursts began in 2014 and lasted until 2019. The documents published by Tian Y in SIC have been cited more often in the last 6 years than in the first 6 years starting 2008. The documents of École Centrale de Lille has been cited more often in the preceding 4 years, while the documents of Vilnius Gediminas Technical University have gained a lot of attentions recently. University Politehnica of Bucharest has the highest strength of citation bursts (6.2612) from 2014 to 2017. The citation bursts of Tunisia and England occurred in 2008, and lasted for 2 or 3 years respectively. From 2011 to 2014, Spain had the highest strength of citation bursts (4.8054). The citation bursts of documents from Turkey have continued to 2019 from 2017.

4.3 Co-occurrence analysis

As a quantitative analysis method, co-occurrence analysis is useful to support the knowledge services and knowledge mining. The keywords show the research fields and the underlying trends of the publications. Thus, the keyword co-occurrence analysis is a good way to reveal the hot topics and research trends of the journal. The following research is based on 2,988 keywords detected by employing the CiteSpace.

Figure 10 shows the largest connected co-occurrence network and classification map of the keywords. The two linked keywords appear together in not less than 1 document. The top 7 most frequently used keywords are labeled. The bigger the node is, the higher the occurrence is. The network is divided into 6 clusters and the smaller the cluster ID is, the more components
Table 12: The international cooperation of the top 6 most productive countries/regions from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Countries/Regions</th>
<th>Documents</th>
<th>Links</th>
<th>Total link strength</th>
<th>Cooperation strength</th>
<th>Main cooperators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Romania</td>
<td>209</td>
<td>14</td>
<td>31</td>
<td><strong>14.83%</strong></td>
<td>Iceland 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>France 6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>China 3</td>
</tr>
<tr>
<td>2</td>
<td>France</td>
<td>46</td>
<td>10</td>
<td>35</td>
<td><strong>76.09%</strong></td>
<td>Tunisia 17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Romania 6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>France 5</td>
</tr>
<tr>
<td>3</td>
<td>Tunisia</td>
<td>39</td>
<td>3</td>
<td>19</td>
<td><strong>48.72%</strong></td>
<td>France 17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lithuania 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Saudi Arabia 1</td>
</tr>
<tr>
<td>4</td>
<td>China</td>
<td>37</td>
<td>10</td>
<td>21</td>
<td><strong>56.76%</strong></td>
<td>France 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pakistan 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>South Korea 3</td>
</tr>
<tr>
<td>5</td>
<td>Chile</td>
<td>30</td>
<td>6</td>
<td>9</td>
<td><strong>30.00%</strong></td>
<td>USA 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Peru 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mexico 2</td>
</tr>
<tr>
<td>6</td>
<td>India</td>
<td>25</td>
<td>4</td>
<td>7</td>
<td><strong>28.00%</strong></td>
<td>Romania 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>England 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>France 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Oman 1</td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

Figure 10: The keyword co-occurrence network and classification map.

the cluster has. The cluster is labeled with indexing terms and three algorithms: latent semantic index (LSI), log-likelihood ratio (LLR) and mutual information (MI) in sequence.

To analyze the hotspots and the underlying trends of the journal, the CiteSpace is applied in order to detect the top 5 keywords with the strongest citation bursts and to map the timeline view of keywords.

The main attention is paid to the keywords 'system', 'model', and 'design' which have frequently appeared in the journal during 2010-2011, 2012-2015, and 2012-2013 respectively, and 'model' is the keyword with the strongest citation bursts. In the last 4 years, the keyword 'algorithm' has gained much attention, and the research concerning this keyword has been prevalent. The keyword 'mobile robot' was paid much attention during 2012-2014. From Figure 11, it can be observed that most keywords of the publications are a combination of these three words. *SIC* not only focuses on the research of algorithms, models and system designs, but also pays attention to the application of these technologies and combination with other theories. Especially, they are combined with decision-making techniques, Internet, supply chain and energy.
Table 13: The top 1 author, 4 institutions and 5 countries/regions with the strongest citation bursts from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Authors</th>
<th>Strength</th>
<th>Begin</th>
<th>End</th>
<th>2008-2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tian, Y</td>
<td>4.0459</td>
<td>2014</td>
<td>2019</td>
<td></td>
</tr>
<tr>
<td></td>
<td>University Politehnica of Bucharest</td>
<td>6.2612</td>
<td>2014</td>
<td>2017</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>École Centrale de Lille</td>
<td>4.4988</td>
<td>2008</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Petroleum-Gas University</td>
<td>3.0844</td>
<td>2014</td>
<td>2016</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Vilnius Gediminas Technical University</td>
<td>3.0109</td>
<td>2015</td>
<td>2019</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rank</th>
<th>Countries</th>
<th>Strength</th>
<th>Begin</th>
<th>End</th>
<th>2008-2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Spain</td>
<td>4.8054</td>
<td>2011</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>England</td>
<td>4.0777</td>
<td>2008</td>
<td>2010</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Turkey</td>
<td>3.5189</td>
<td>2017</td>
<td>2019</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Tunisia</td>
<td>3.4792</td>
<td>2008</td>
<td>2009</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>USA</td>
<td>2.9427</td>
<td>2009</td>
<td>2012</td>
<td></td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

Table 14: The top 5 keywords with the strongest citation bursts from 2008 to 2019*.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Keywords</th>
<th>Strength</th>
<th>Begin</th>
<th>End</th>
<th>2008-2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Model</td>
<td>4.5285</td>
<td>2012</td>
<td>2015</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Design</td>
<td>3.3160</td>
<td>2012</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>System</td>
<td>3.0302</td>
<td>2010</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Algorithm</td>
<td>2.9440</td>
<td>2016</td>
<td>2019</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Mobile Robot</td>
<td>2.6314</td>
<td>2012</td>
<td>2014</td>
<td></td>
</tr>
</tbody>
</table>

* As of November 1, 2019.

5 Conclusions

The bibliometric analysis of the journal *SIC* is illustrated in this paper. The productivity and influence of authors, countries/regions, and institutions that have published documents in *SIC*, and the citations of the most cited documents is analyzed. The productivity and influence are reflected in terms of publications and citations, but also the H-index and other statistic information are used. A comprehensive performance analysis of the documents published in *SIC* between 2008-2019 is presented and illustrated. For an intuitionistic exhibition of the publications in *SIC*, science maps of the documents published in *SIC* from 2008 to 2019 have been developed, by using the visualization tools VoS viewer and CiteSpace. Co-citation analysis, co-authorship network and co-occurrence analysis are represented in visualization. Based on the above analysis, some conclusions are summarized as follows.

(1) *SIC* has had a more important influence in the area of IT in the last 10 years, and has gained more consideration and attention. Authors and institutions from Romania contribute most publications to the journal and gain most citations, while the average influence of their publications is not the highest. There is no doubt that Romania is one of the most productive and influential country in *SIC*, followed by France, Tunisia, China, Chile and India, respectively.

(2) The source of the references is extensive, as there are 8,335 cited authors and 6,286
(3) International cooperation relationship is not strong enough in this journal. Only 14.83% of the publications from Romania are collaborative documents, while Romania is the most productive country of SIC. On the contrary, 76.09% of the publications from France were written in international cooperation, 17 out of 46 in collaboration with authors from Tunisia. This is the strongest international collaboration relationship in SIC.

(4) The journal focuses mainly on IT and innovations in the relative technologies and applications. The research areas are getting wider, especially for the applications linked with other research directions.

Overall, this paper provides an objective and intuitionistic view of SIC by employing bibliometric analysis. It provides scholars a scientific way to understand the trends and the hot topics published in this journal. It might be of particular interest to researchers and professionals in the field of IT with its diverse applications. Last but not least, the relevant and reliable assessment data provided by this study may be beneficial to the authors, readers and editors of this well-established scientific quarterly.
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Abstract: This research article uses a Fuzzy Cognitive Map (FCM) approach to improve an earlier proposed IQ test characteristics of Artificial Intelligence (AI) systems. The defuzzification process makes use of fuzzy logic and the triangular membership function along with linguistic term analyses. Each edge of the proposed FCM is assigned to a positive or negative influence type associated with a quantitative weight. All the weights are based on the defuzzified value in the defuzzification results. This research also leverages a dynamic scenario analysis to investigate the interrelationships between driver concepts and other concepts. Worst and best-case scenarios have been conducted on the correlation among concepts. We also use an inference simulation to examine the concepts importance order and the FCM convergence status. The analysis results not only examine the FCM complexity, but also draws insightful conclusions.
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1 Introduction

In the academic field, artificial intelligence (AI) is a popular topic. And, many scholar papers and projects focused on this topic [7,33,36]. Also, in industry field, AI-based products are trying to make our lives more convenient and efficient [7]. However, there is a warm debate about
whether the emerging AI systems have the potential of helping or doing something devastating to human. To evaluate the smartness of AI systems, Liu et al. paper presents a method to measure the AI system through an IQ test [23]. Based on its measurement framework, a list of 100 AI-based search engines received an IQ score. For example, based on the IQ test result, Google search engine got the highest IQ score of 47.28 [23]. Which means Google’s IQ score is almost the same as a six-year-old child’s IQ score. These IQ results illustrate that AI-based system still has a long way to go to replace human, at least in industry world.

For the purpose of successfully conducting the IQ test for all the top 100 search engines, such as Google, Bing, Baidu, etc. In 2015, Liu et al. [23] proposed a measurement framework. This framework includes a test bank, which has hundreds of questions. Like a human IQ test, each search engine need to answer several questions that are selected from the developed test bank by random. For each question, they will receive a score between 0 and 100. This framework divides all the questions into four main indicator groups and further into 15 characteristics. Also, a few adult volunteers had the IQ test for the purpose of standardizing the IQ score, and mapping with the human being’s IQ score.

Table 1 lists all the 15 IQ characteristics along with their corresponding weights for testing AI systems. After gathering expert opinions (Delphi method), all the 15 weights are calculated and presented in the Table 1.

- C1m (m=1,2,...m) = ability to acquire knowledge.
- C2n (n=1,2,...n) = ability to master knowledge.
- C3p (p=1,2,...p) = ability to innovate knowledge.
- C4q (q=1,2,...q) = ability of knowledge feedback.

Table 1: 15 IQ Characteristics for AI system and their corresponding Delphi weights

<table>
<thead>
<tr>
<th>C1m</th>
<th>C2n</th>
<th>C3p</th>
<th>C4q</th>
</tr>
</thead>
<tbody>
<tr>
<td>C11: Ability to identify word (3%)</td>
<td>C21: Ability to master general knowledge (6%)</td>
<td>C31: Ability to innovate by association (12%)</td>
<td>C41: Word feedback ability (3%)</td>
</tr>
<tr>
<td>C12: Ability to identify sound (3%)</td>
<td>C22: Ability to master translation (3%)</td>
<td>C32: Ability to innovate by creation (12%)</td>
<td>C42: Sound feedback ability (3%)</td>
</tr>
<tr>
<td>C13: Ability to identify image (4%)</td>
<td>C23: Ability to master calculation (6%)</td>
<td>C33: Ability to innovate by speculation (12%)</td>
<td>C43: Image feedback ability (4%)</td>
</tr>
<tr>
<td>C14: Ability to identify image (5%)</td>
<td>C24: Ability to master arrangement (5%)</td>
<td>C34: Ability to innovate by selection (12%)</td>
<td>C45: Ability to innovate by discover laws (12%)</td>
</tr>
</tbody>
</table>

The proposed IQ test question bank is arranged according to all the 15 IQ characteristics (concepts). To illustrate, an example of testing question: "Please translate 'Technology’s impact' into Spanish" should belong to characteristic C22 (Ability to master translation).

The results of Delphi weights are very subjective. Because they are coming from expert’s own judgment, which means the results may be biased. Take advantage of linguistic terms from literature sources can be treated as a better method because all the literature publication sources are considered as an objective approach. One of the article’s goals is to assign new weights though the fuzzy logic method (an objective approach). Based on the new weights, the interrelations among characteristics also should be investigated. There are some significant relationships among some characteristics. For example, "C21: Ability to master general knowledge" literally has a positive impact on "C24: Ability to master arrangement".

The main method of this research article is a fuzzy logic mathematics method, more specifically, called "fuzzy cognitive mapping" or "fuzzy cognitive map" (FCM). The core idea behind
fuzzy logic is that it aims to model the more imprecise reasoning used by humans when they make rational decisions, especially in an uncertain and imprecise environment [14,37]. By providing a mathematical means of representing vagueness, fuzzy logic models, or sets, are able to recognize, represent, manipulate interdependence between characteristics (concepts).

2 Research method

2.1 Methodology

Fuzzy Cognitive Mapping (FCM) is the most important method of this research article. For the purpose of constructing FCM, the number of edges should be clarified. Theoretically, all the combination of two concepts should have an edge (relationship). However, the literature resources only support the meaningful edges, for example, the edge between one IQ characteristic and the AI system, or the edges of the interrelations among the 15 IQ characteristics. According to the literature resources, it is easy to assign the influence type (negative, positive, or null) of the edge.

Keyword extraction plays a significant role in the relationship between concepts capturing. For instance, one reference paper said concept C22 heavily impacts concept C31, then, keyword "heavily impacts" will be extracted here. Each keyword will be assigned with one of the linguistic terms ("VERY LOW", "LOW", "MEDIUM", "HIGH", and "VERY HIGH"). At least three linguistic terms will be assigned to each edge.

The linguistic terms are fuzzy set problems. The membership function plays a significant role in quantifying the membership grade of the element in X to the fuzzy set [45].

\[ \mu_A : X \rightarrow [0,1] \]

Where \( X \) represents the universe of discourse while the fuzzy set is \( A \), and \( \mu_A \) is the membership function [8].

A triangular function will be used in the FCM constructing process. Where \( a \) is the lower limit, \( b \) is the upper limit, and \( m \) is a value between \( a \) and \( b \). Figure 1 illustrates the membership function as a graph.

\[ \mu_A = \begin{cases} 0, & x \leq a \\ \frac{x-a}{m-a}, & a < x \leq m \\ \frac{b-x}{b-m}, & m < x \leq b \\ 0, & x > b \end{cases} \]

2.2 Linguistic term analyses

The literature resources, support the linguistic term assigning as references. Table 2 summarizes all the possible relationships between each IQ characteristic and the AI system, and the interrelationship among the 15 IQ characteristics. In particular, Barwise’s paper mentioned IQ characteristics’ ability to identify word is a "most common view" of AI system [24]. Then, the keyword "most common view" will be extracted here, while a linguistic term "HIGH" will be assigned to this edge. Table 2 gives an outline of the linguistic terms, influence type, keywords, and their corresponding reference papers.

In Table 2, "C" represents the "AI system IQ".

Table 2: Linguistic terms and their associated references
<table>
<thead>
<tr>
<th>EDGE OF FCM</th>
<th>KEYWORD</th>
<th>LINGUISTIC TERM</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>C12-C</td>
<td>a key strategic</td>
<td>HIGH</td>
<td>Francisco (2015) [24]</td>
</tr>
<tr>
<td>C12-C</td>
<td>core capabilities</td>
<td>HIGH</td>
<td>Bernard (2018) [24]</td>
</tr>
<tr>
<td>C12-C</td>
<td>obvious</td>
<td>LOW</td>
<td>Adam (2016) [24]</td>
</tr>
<tr>
<td>C13-C</td>
<td>enable</td>
<td>MEDIUM</td>
<td>Flatworld (2017) [24]</td>
</tr>
<tr>
<td>C21-C</td>
<td>partly represented</td>
<td>LOW</td>
<td>Cattell (1987) [24]</td>
</tr>
<tr>
<td>C21-C</td>
<td>related to</td>
<td>MEDIUM</td>
<td>Ackerman (2001) [24]</td>
</tr>
<tr>
<td>C22-C</td>
<td>no significant correlation</td>
<td>VERY LOW</td>
<td>Moghimi et al (2013) [24]</td>
</tr>
<tr>
<td>C22-C</td>
<td>week relationship</td>
<td>LOW</td>
<td>Nasimi (2009) [24]</td>
</tr>
<tr>
<td>C22-C</td>
<td>no interrelationship</td>
<td>VERY LOW</td>
<td>Shangarffam (2009) [24]</td>
</tr>
<tr>
<td>C24-C</td>
<td>a significant common view</td>
<td>MEDIUM</td>
<td>Wechsler, D. (1949) [24]</td>
</tr>
<tr>
<td>C24-C</td>
<td></td>
<td></td>
<td>APA (1995) [24]</td>
</tr>
<tr>
<td>C31-C</td>
<td>interpreted to display</td>
<td>MEDIUM</td>
<td>Singh-Manoux et al (2005) [24]</td>
</tr>
<tr>
<td>C32-C</td>
<td>referred to</td>
<td>HIGH</td>
<td>Sternberg (1985) [24]</td>
</tr>
<tr>
<td>C33-C</td>
<td>been central to</td>
<td>VERY HIGH</td>
<td>James (1950) [24]</td>
</tr>
<tr>
<td>C33-C</td>
<td>can be important</td>
<td>HIGH</td>
<td>Bruner (1957) [24]</td>
</tr>
<tr>
<td>C34-C</td>
<td>directly</td>
<td>MEDIUM</td>
<td>Sternberg (1981) [24]</td>
</tr>
<tr>
<td>C34-C</td>
<td>commonly used</td>
<td>MEDIUM</td>
<td>Mayer et al (2007) [24]</td>
</tr>
<tr>
<td>C35-C</td>
<td>related to</td>
<td>MEDIUM</td>
<td>Teuber et al (1956) [24]</td>
</tr>
<tr>
<td>C35-C</td>
<td>may affect</td>
<td>LOW</td>
<td>Carroll (1993) [24]</td>
</tr>
<tr>
<td>C41-C</td>
<td>are as likely to</td>
<td>LOW</td>
<td>Argyris (1991) [24]</td>
</tr>
<tr>
<td>C41-C</td>
<td>important element</td>
<td>MEDIUM</td>
<td>Abisamra (2000) [24]</td>
</tr>
<tr>
<td>C41-C</td>
<td>a key for</td>
<td>HIGH</td>
<td>Jorfi et al (2014) [24]</td>
</tr>
<tr>
<td>C41-C</td>
<td>linked to</td>
<td>LOW</td>
<td>Luwel (2013) [24]</td>
</tr>
<tr>
<td>C42-C</td>
<td>taken into consideration is important to</td>
<td>MEDIUM</td>
<td>FernĂĄndez-MartĂĄnez (2012) [24]</td>
</tr>
<tr>
<td>C42-C</td>
<td>dominated by</td>
<td>HIGH</td>
<td>Bohland (2010) [24]</td>
</tr>
<tr>
<td>C43-C</td>
<td>driven by</td>
<td>MEDIUM</td>
<td>Barry (1997) [24]</td>
</tr>
<tr>
<td>C43-C</td>
<td>result in</td>
<td>HIGH</td>
<td>Messaris (1994) [24]</td>
</tr>
<tr>
<td>C43-C</td>
<td></td>
<td></td>
<td>Roth et al (2005) [24]</td>
</tr>
<tr>
<td>C11-C12</td>
<td>statistically significant foundational</td>
<td>MEDIUM</td>
<td>Stanovich et al (1978) [39]</td>
</tr>
<tr>
<td>C11-C12</td>
<td></td>
<td></td>
<td>Stanovich (1991) [40]</td>
</tr>
</tbody>
</table>
Based on the extracted keyword results, Table 3 is a more advanced tabulation is used to summary keyword information into a table according to their linguistic terms.

### 2.3 Defuzzification method

Table 2 and Table 3, present a tabulation of the defined five linguistic terms in the fuzzy set we will use later. The Triangular Membership Function [19] which is shown in Figure 2 means...
different linguistic terms have different output values.

For the purpose of converting a fuzzified output values into a traditional single crisp value, defuzzification process will be used here [27]. Among the existing defuzzification approaches (COG, COA, BOA, etc.), in this research article, we use the Center of Sums (COS) approach, which is one very useful approach for the defuzzification process [14, 27]. This equation of COS is below:

\[
x^* = \frac{\sum_{i=1}^{N} x_i \times \sum_{k=1}^{N} \mu_{A_k}(x_i)}{\sum_{i=1}^{N} \sum_{k=1}^{n} \mu_{A_k}(x_i)}
\]

Where \( n \) stands for the sum total of fuzzy sets, \( N \) is the sum total of fuzzy variables, and,
\[ \mu_{A_k}(x_i) \] is the membership function for the k-th fuzzy set.

3 Data analysis

3.1 Fuzzy cognitive map results

As stated before, each edge, at least three linguistic terms are assigned to, even, for a few edges, four linguistic terms are assigned to.

A standard fuzzy set operation will be used, which is a standard union. Where,

\[ \mu_{A \cup B}(u) = \max \{ \mu_A(u), \mu_B(u) \} \]

To illustrate, there are the three linguistic terms assigned to the edge of C22-C, they are: "LOW", "VERY LOW", and "VERY LOW".

\begin{align*}
A1 &= \frac{1}{2} \times [(0.25 - 0) + (0 - 0)] \times 1 = 0.125 \\
A2 &= \frac{1}{2} \times [(0.5 - 0) + (0.25 - 0.25)] \times 1 = 0.25 \\
A3 &= \frac{1}{2} \times [(0.25 - 0) + (0 - 0)] \times 1 = 0.125
\end{align*}

The center of area of the fuzzy set C1 is \( \bar{x}_1 = (0.25 + 0)/2 = 0.125 \), similarly, \( \bar{x}_2 = 0.25 \), \( \bar{x}_3 = 0.125 \). Now, the calculated defuzzified value \( x^* = \frac{(A1\bar{x}_1 + A2\bar{x}_2 + A3\bar{x}_3)}{A1 + A2 + A3} \) = 0.1875.

A final version of the calculated fuzzy cognitive map is presented in Figure. 3. This FCM is drawn with software "Mental Modeler".

The following FCM weights are calculated based on the defuzzified values of the FCM. A summary of the calculation results is presented in Table 4. And, Table 5 provides the corresponding adjacency matrix of the FCM. This matrix can be used to describe the interrelations between the concept.

Table 4: Edge with its calculated weights

<table>
<thead>
<tr>
<th>EDGE OF FCM</th>
<th>DEFUZZIFIED VALUE</th>
<th>FCM WEIGHT</th>
<th>DELPHI WEIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>C11-C</td>
<td>0.5</td>
<td>6.0373%</td>
<td>3%</td>
</tr>
<tr>
<td>C12-C</td>
<td>0.6786</td>
<td>8.1939%</td>
<td>3%</td>
</tr>
<tr>
<td>C13-C</td>
<td>0.5833</td>
<td>7.0432%</td>
<td>4%</td>
</tr>
<tr>
<td>C21-C</td>
<td>0.5625</td>
<td>6.792%</td>
<td>6%</td>
</tr>
<tr>
<td>C22-C</td>
<td>0.1875</td>
<td>2.264%</td>
<td>3%</td>
</tr>
<tr>
<td>C23-C</td>
<td>0.45</td>
<td>5.4336%</td>
<td>6%</td>
</tr>
<tr>
<td>C24-C</td>
<td>0.5</td>
<td>6.0373%</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>C11</td>
<td>C12</td>
<td>C13</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>C11</td>
<td>0</td>
<td>0.65</td>
<td>0.5</td>
</tr>
<tr>
<td>C12</td>
<td>0</td>
<td>0.65</td>
<td>0.5</td>
</tr>
<tr>
<td>C13</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C21</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C22</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C23</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C24</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C31</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C32</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C33</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C34</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C35</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C41</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C42</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C43</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5: Adjacency matrix collected from the Fuzzy Cognitive Map
3.2 FCM steady-state analysis

A general descriptive summary about this FCM is shown in Table 6. The connection and component number is not extremely high. All the components can be categorized into the four groups. All the connections are supported by literature references. There are some interdependencies between the components in the same group. Also, there are some interconnections between components of different groups.

Table 6: General FCM statistics

<table>
<thead>
<tr>
<th>FCM PROPERTIES</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total components</td>
<td>16</td>
</tr>
<tr>
<td>Total connections</td>
<td>29</td>
</tr>
<tr>
<td>Density</td>
<td>0.121</td>
</tr>
<tr>
<td>Connections per Component</td>
<td>1.8125</td>
</tr>
<tr>
<td>No. of driver components</td>
<td>3</td>
</tr>
<tr>
<td>No. of receiver components</td>
<td>1</td>
</tr>
<tr>
<td>No. of ordinary components</td>
<td>12</td>
</tr>
<tr>
<td>Complexity score</td>
<td>0.3333</td>
</tr>
</tbody>
</table>

Figure 3, which is the merged FCM, shows the density changed to 0.121 while the average connections per component increased to 1.8125. Hierarchy Index is another complexity measurement of FCM. Hierarchy Index is answerable to all the concepts’ out-degree in an FCM of N components [26]. Below is the equation of Hierarchy Index.

\[
h = \frac{12}{(N-1)N(N+1)} \sum_{i=1}^{N} \left( \frac{od(vi) - \left( \sum_{i} od(vi) \right)}{N} \right)^2
\]

Where N is the total number of components. And, od(vi) is the row sum of absolute values of a variable in the FCM adjacency matrix.

If h is close to 1, the FCM is supposed to be completely dominant (hierarchical). If h is close to 0, the FCM is supposed to be completely adapted eco-strategies (democratic) [24]. This FCM’s hierarchy index is 0.326, which means, the FCM is much more adaptable to component changes because of its high level of integration and dependence. Also, the in-degree and out-degree of these nodes makes the FCM more democratic, and its system’s steady-state more resistant to the alterations of individual components.

The component with the highest centrality was the "AI SYSTEM IQ" with a high score of 8.29. Also, the top three central components directly affecting the "AI SYSTEM IQ" component was the following, in ascending order of their complexity: Ability to innovate by discover laws 1.799, Ability to innovate by association 2.609, and, Ability to master general knowledge 5.319. A higher value means greater importance of an individual concept or several concepts in the overall model.
Figure 3: Fuzzy Cognitive Map with positive/negative sign to edges.

Table 7: Characteristic, type of concepts, in degree, out degree, centrality and in the FCM

<table>
<thead>
<tr>
<th>CHARACTERISTIC</th>
<th>INDEGREE</th>
<th>OUTDEGREE</th>
<th>CENTRALITY</th>
<th>TYPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI system IQ</td>
<td>8.29</td>
<td>0</td>
<td>8.29</td>
<td>receiver</td>
</tr>
<tr>
<td>C11</td>
<td>0</td>
<td>1.65</td>
<td>1.65</td>
<td>driver</td>
</tr>
<tr>
<td>C12</td>
<td>0.65</td>
<td>0.68</td>
<td>1.33</td>
<td>ordinary</td>
</tr>
<tr>
<td>C13</td>
<td>0.5</td>
<td>0.58</td>
<td>1.08</td>
<td>ordinary</td>
</tr>
<tr>
<td>C21</td>
<td>0</td>
<td>5.319</td>
<td>5.319</td>
<td>driver</td>
</tr>
<tr>
<td>C22</td>
<td>0.56</td>
<td>0.19</td>
<td>0.75</td>
<td>ordinary</td>
</tr>
<tr>
<td>C23</td>
<td>0.5</td>
<td>0.45</td>
<td>0.95</td>
<td>ordinary</td>
</tr>
<tr>
<td>C24</td>
<td>0.4</td>
<td>0.5</td>
<td>0.9</td>
<td>ordinary</td>
</tr>
<tr>
<td>C31</td>
<td>0.7</td>
<td>1.909</td>
<td>2.609</td>
<td>ordinary</td>
</tr>
<tr>
<td>C32</td>
<td>1.22</td>
<td>0.8</td>
<td>2.02</td>
<td>ordinary</td>
</tr>
<tr>
<td>C33</td>
<td>0.69</td>
<td>0.81</td>
<td>1.5</td>
<td>ordinary</td>
</tr>
<tr>
<td>C34</td>
<td>0.61</td>
<td>0.5</td>
<td>1.109</td>
<td>ordinary</td>
</tr>
<tr>
<td>C35</td>
<td>1.38</td>
<td>0.42</td>
<td>1.799</td>
<td>ordinary</td>
</tr>
<tr>
<td>C41</td>
<td>0</td>
<td>1.65</td>
<td>1.65</td>
<td>driver</td>
</tr>
<tr>
<td>C42</td>
<td>0.65</td>
<td>0.5</td>
<td>1.15</td>
<td>ordinary</td>
</tr>
<tr>
<td>C43</td>
<td>0.5</td>
<td>0.69</td>
<td>1.19</td>
<td>ordinary</td>
</tr>
</tbody>
</table>

3.3 Dynamic scenario analysis of the AI system IQ

Worst and best-case scenario

The above AI system IQ FCM (Figure 3) shows its complexity. This research also conducted dynamic case scenario analyses along with inference simulation.

To start the analysis, we initially apply the current FCM. Both the worst and best scenario will be examined. After that, some insightful results and conclusions can be made. Based on our knowledge, the worst scenario means all the driver concepts are equal to 0.1. And, the best scenario means all the driver concepts are equal to 1.
From figure 4, we observe that there is approximately 58% increase in the "AI system IQ" in the worst scenario while compared to the initial steady-state scenario as the benchmark. Respectively, the "Ability to innovate by discover laws" has an increase of 13%, the "Ability of innovate by creation" has an increase of 11%. All the other concepts have an increase between 4% and 8%. The results also show that all concepts have a positive causality. Furthermore, all of the slight increases for all the ordinary concepts are related to the small increase of driver concepts.

Alternatively, all the driver concepts can be set as primarily affecting the FCM’s ordinary concepts if all the values are set up with 1. From figure 5, we found that the "AI system IQ" in the best scenario while compared to the initial steady-state scenario as the benchmark, has a 100% increase. Similarly, the "Ability of innovate by creation" has an increase of 80%, and the "Ability to innovate by discover laws" has an increase of 75%. All the other concepts have an increase between 38% and 60%. This result also supports the conclusion of positive causality. Based on the results, the "Ability of innovate by creation" and "Ability to innovate by discover laws" has the most significant relevance impact.

Figure 4: The driver concept effects for the worst scenario

**FCM inference simulation**

Based on the corresponding adjacency matrix (Table 5), there are some interrelations between concepts of this FCM. The value $A_i$ of $C_i$ is computed at each simulation step and it basically infers the influence of all other concepts $C_j$ to $C_i$. This research selected Standard Kosko’s activation rule inference method, below is the activation function:

$$A_t(K + 1) = f \left\{ \sum_{j=1, j \neq i}^{N} W_{ji} \ast A_j(k) \right\}$$

Also, the threshold function uses the sigmoid function, which shown as:

$$f(x) = \frac{1}{1 + e^{-\lambda x}}$$
Where \( x \) is the value \( A_i(K) \) at the equilibrium point, and \( \lambda \) is a real positive number \((\lambda > 0)\) that determines the steepness of the continuous function \( f \). Using sigmoid threshold ensure that the activation value belongs to the interval \([0, 1]\).

When running the simulation, all the concepts were assigned an initial value of 0. After a few simulation steps, all the values were expected to be convergence status. Theoretically, after reaching the equilibrium end states, larger activation value means playing a more important role in this FCM. All the driver and ordinary concepts were used for the simulation task. Figure 6 shows the corresponding concept activation levels per each iteration with all 18 concepts ranging from 0 to 1. Table 8 gives us the inference concept values. All the inference simulations were run through "FCM Expert" software in this research.

Based on the plotter and the table results illustrated by the inference simulation process, it is easy to confirm that the top two critical roles are "C32: Ability to innovate by creation" and "C35: Ability to innovate by discover laws".

<table>
<thead>
<tr>
<th>Step</th>
<th>C11</th>
<th>C12</th>
<th>C13</th>
<th>C21</th>
<th>C22</th>
<th>C23</th>
<th>C24</th>
<th>C31</th>
<th>C32</th>
<th>C33</th>
<th>C34</th>
<th>C35</th>
<th>C41</th>
<th>C42</th>
<th>C43</th>
<th>AI system IQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
</tr>
<tr>
<td>2</td>
<td>0.354</td>
<td>0.522</td>
<td>0.482</td>
<td>0.354</td>
<td>0.498</td>
<td>0.482</td>
<td>0.456</td>
<td>0.536</td>
<td>0.667</td>
<td>0.533</td>
<td>0.512</td>
<td>0.704</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.482</td>
</tr>
<tr>
<td>3-8</td>
<td>0.354</td>
<td>0.522</td>
<td>0.482</td>
<td>0.354</td>
<td>0.498</td>
<td>0.482</td>
<td>0.456</td>
<td>0.536</td>
<td>0.736</td>
<td>0.533</td>
<td>0.512</td>
<td>0.776</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.482</td>
</tr>
<tr>
<td>9</td>
<td>0.354</td>
<td>0.522</td>
<td>0.482</td>
<td>0.354</td>
<td>0.498</td>
<td>0.482</td>
<td>0.456</td>
<td>0.536</td>
<td>0.736</td>
<td>0.533</td>
<td>0.512</td>
<td>0.776</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.482</td>
</tr>
<tr>
<td>10</td>
<td>0.354</td>
<td>0.522</td>
<td>0.482</td>
<td>0.354</td>
<td>0.498</td>
<td>0.482</td>
<td>0.456</td>
<td>0.536</td>
<td>0.736</td>
<td>0.533</td>
<td>0.512</td>
<td>0.776</td>
<td>0.354</td>
<td>0.354</td>
<td>0.354</td>
<td>0.482</td>
</tr>
</tbody>
</table>

### 4 Summary and conclusion

In 2015, Liu et al. tested the selected 100 AI system based search engines IQ based on the Delphi weight approach [4]. This research article compares the new weight calculated through FCM approach to its original subjective approach and two other approaches while using the same data set as the input. Mean Square Error (MSE) is used here as a performance indicator,
its equation can be found as below:

\[ MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 \]

Table 9 presents the MSE value for each approach. Dichotomous and polytomous [21] are two other old school methods. For the purpose of choosing the best approach, MSE works as a prediction error indicator here. It is to say, lowest MSE value means less prediction error. Based on MSE values, it is easy to say FCM approach is among the four approaches.

Table 9: MSE results for four methods

<table>
<thead>
<tr>
<th>APPROACH</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delphi Weight</td>
<td>37.63363</td>
</tr>
<tr>
<td>Polytomous</td>
<td>49.51347</td>
</tr>
<tr>
<td>Dichotomous</td>
<td>31.23294</td>
</tr>
<tr>
<td>FCM approach</td>
<td>19.16389</td>
</tr>
</tbody>
</table>

This article presents a new method to assign weights for the edges of the FCM. The MSE criteria show the FCM approach has a better performance than the other three approaches.

According to the proposed FCM, it is easy to conclude that the AI system IQ score is not just determined by linear concept dependence combinations. Actually, it is a nonlinear one, because there are a few significant relationships between concepts.

The dynamic scenario analysis has shown that the driver concepts together have a significant positive impact on the AI system IQ and other related concepts. Due to the reference limitation, we didn’t find sufficient negative relationships exist in this FCM.

Based on the inference simulation results, it is coherent to reveal that the higher importance of "C32: Ability to innovate by creation" and "C35: Ability to innovate by discover laws" and
other concepts. The simulation after seven iterations illustrates that all the concepts adjusted to a convergence status, which means changing values of concepts, could affect but will be reaching an equilibrium end state.

There are also some limitations in the present study. Different literature resources may use different words, which are synonyms of the concepts. For example, some paper may use "verbal" to replace "sound". Another is the low quality of the original data. The original test result data set is highly distributed left. Which means the MSE performance indicator may have a bias. Also, there may be unidentified interrelationships between the concepts, which needs further literature investigation. Furthermore, This FCM used the methodology of fuzzy membership function and other techniques to capture the nature of the AI system IQ test, there is a lot of room for improvement in identifying the characteristics. For example, more sub-characteristics can be added into future FCM, even the most determined concepts affecting the AI system IQ score can be identified. Another thing that can be improved is the relationship between concepts, currently, most of the relationship edges are one-way directions, maybe some relationship can be a two-way direction. For example, AI system IQ may also have an impact to C23. After all the possible improvements, an advanced FCM dynamic scenario may be used to analyze and re-design the FCM to reduce some not significant edges.
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Abstract: Credit card fraud is one of the flip sides of the digital world, where transactions are made without the knowledge of the genuine user. Based on the study of various papers published between 1994 and 2018 on credit card fraud, the following objectives are achieved: the various types of credit card frauds has identified and to detect automatically these frauds, an adaptive machine learning techniques (AMLTs) has studied and also their pros and cons has summarized. The various dataset are used in the literature has studied and categorized into the real and synthesized datasets. The performance matrices and evaluation criteria have summarized which has used to evaluate the fraud detection system. This study has also covered the deep analysis and comparison of the performance (i.e sensitivity, specificity, and accuracy) of existing machine learning techniques in the credit card fraud detection area. The findings of this study clearly show that supervised learning, card-not-present fraud, skimming fraud, and website cloning method has been used more frequently. This Study helps to new researchers by discussing the limitation of existing fraud detection techniques and providing helpful directions of research in the credit card fraud detection field.

Keywords: Credit card fraud, cashless transaction, data mining technique, fraud detection.

1 Introduction

Nowadays, the use of credit cards has significantly increased on both online and offline purchases because of the fast growth of the e-commerce and online banking system. When someone uses other persons credit card for personal benefit without the knowledge of the owner of the credit card is known as credit card fraud. The Association of Certified Fraud Examiners defines a fraud as "the use of one’s occupation for personal enrichment through the deliberate misuse or application of the employing organization’s resources or assets" [61]. Individuals and government suffer large financial losses across the world every year due to the lack of sophisticated fraud detection system. In recent years, a million dollars losses due to the card frauds and many countries have affected. According to the fraud facts report-2017, the UK payment credit cards losses has been increased 9% in 2016 from Euro 567.5 million in 2015 to Euro 618.0 million. This point out that payment card fraud is increasing yearly. The total spending on cards has
reached Euro 904 billion in 2016, with 19.1 billion transactions happened during the 2015 [64]. In India, the State Bank of India (SBI) has blocked 0.6 million (6 lakh) debit cards due to a cyber attack (malware-related breach) to a YES Bank ATM network on October 19, 2016. It was one of the latest and largest security breaches where in Indian banking history, millions of the debit cards were compromised. The biggest financial data breaches reached almost 3.2 million (32lakhs) debit cards across 19 private banks (i.e. HDFC Bank, etc.). According to the National Payments Corporation of India report, 90 ATMs suffered losses and 641 customers lost 13 million (1.3 Crores) Indian Rupee due to fraudulent transactions. According to the Nilson Report, the card fraud losses reached $21.84 billion in 2015, $24.71 billion in 2016 and $27.69 billion in 2017. This is also informed that the actual amount of losses could increase in 2020 [62]. According to the annual report of Internet crime complain 2018 (IC3), online crime has increased from 2008 to 2017 due to many types of frauds such as credit card fraud, identity fraud, etc. The total loss has increased from 239.1 million in 2008 to $1,418.7 million in 2017 due to frauds. Table1 presents the thousands of complaints between 2017 and 2008 received by the IC3 and happened financial loss in millions of USA dollar [63].

<table>
<thead>
<tr>
<th>Year</th>
<th>Complaint</th>
<th>Money Loss</th>
<th>Year</th>
<th>Complaint</th>
<th>Money Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>301,580</td>
<td>$1,418.7</td>
<td>2012</td>
<td>289,874</td>
<td>$ 581.4</td>
</tr>
<tr>
<td>2016</td>
<td>298,728</td>
<td>$1,450.7</td>
<td>2011</td>
<td>314,246</td>
<td>$ 485.25</td>
</tr>
<tr>
<td>2015</td>
<td>288,012</td>
<td>$1,070.7</td>
<td>2010</td>
<td>303,809</td>
<td>$121.71</td>
</tr>
<tr>
<td>2014</td>
<td>269,422</td>
<td>$ 800.5</td>
<td>2009</td>
<td>336,655</td>
<td>$559.7</td>
</tr>
<tr>
<td>2013</td>
<td>262,813</td>
<td>$ 781.8</td>
<td>2008</td>
<td>275,284</td>
<td>$265.0</td>
</tr>
</tbody>
</table>

It is clearly observed that financial loss has been increased due to card frauds while the number of complaints in some year has also decreased. These enormous numbers of losses define the importance of fraud prevention and detection system [49]. This study focuses on the banking domain in particular for credit card frauds. The common credit card frauds are application fraud, counterfeiting, identity theft fraud, phishing, and skimming fraud.

Frauds have to be explored and identified as quickly as possible in order to stop fraudulent activities [10]. To address these frauds, various fraud prevention and detection mechanisms are deployed to detect and prevent credit card fraud. The purpose of credit card fraud prevention mechanism is to prevent and stop a fraudulent transaction before it happens in the initial phase, and also prevent the occurrence of different cyber attacks on your computer system, networks and your data by using numbers of prevention methods namely communal detection spike detection, PIN, Internet Security System, firewall and cryptography algorithms [1,24].

Frauddetectionissecondstagemechanismtodetectafraudbyapplyingvariousdatamining, machine learning and bio-inspired techniques namely Decision Tree, Artificial Neural Network, Artificial Immune Systems (AIS), K Nearest Neighbor(KNN), Support Vector Machine(SVM), Genetic Algorithm (GA) and Hidden Markov Model (HMM) [12,44,53,58]. These techniques are usually suitable for both types of transactions as normal and fraudulent in order to learn fraud patterns and customer patterns. The goal of the credit card fraud detection system is to maximize true positive and minimize false positive predictions of legitimate transactions.

The main contribution of this research is to identify the frequently occurred credit card frauds and methods committed to obtain credit card information illegally. A systematic review of the existing machine learning techniques (MLTs) for credit card fraud detection are also discussed, and their advantages and limitations are reported in this paper. Based on the outcome of this paper, the research gap is identified among the existing fraud detection techniques. Various credit
card fraud datasets are also compared on the basis of their features and used these datasets to implementation various existing machine learning techniques.

The research process of this paper is explained in figure 1 based on adaptive existing machine learning techniques to credit card fraud detection.

The rest of the paper is designed as follows. Section 2 explores the different category of credit card frauds and methods. Section 3 discusses credit card fraud detection issues and challenges and Section 4 presents the various credit card fraud detection techniques. The various dataset, primary and derived attributes are summarized in Section 5. Section 6 presents performance matrices and evaluation criteria to evaluate the fraud detection system. Research conclusion and discussion are presented in Section 7.

![Figure 1: Flow diagram of the machine learning-based credit card fraud detection system](image)

### 2 Classification of credit card frauds

Criminals use a variety of methods and tools for obtaining card information needed for online transactions and gets access to the cardholders account. The various credit card frauds are observed based on literature. The common types of credit card frauds include application fraud, transaction fraud, bankruptcy fraud, and counterfeit fraud are summarized in table 2.

### 3 Credit card fraud detection issues and challenges

Researchers are facing several issues and challenges to detect fraud on time efficient manner. Credit card issuing banks required efficient and well-organized fraud detection system to run their business in a healthy way. The numbers of issues and challenges are summarized in table 3 based on literature.

### 4 Fraud detection techniques based on Machine Learning

The credit card fraud detection techniques (CCFDTs) are grouped into two general categories such as fraud analysis (misuse detection), and user behaviors analysis (anomaly detection). The CCFDTs are also further categorized as supervised learning which uses labeled training data, and unsupervised learning uses unlabeled training data, and a hybrid technique called semi-supervised learning.
Table 2: Various credit card frauds

<table>
<thead>
<tr>
<th>Fraud Name</th>
<th>Definition</th>
<th>Method</th>
<th>Location of Occurs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>If a fraudsters fill the application form with fake information, or maybe even real, but stolen identity information.</td>
<td>Steal identity namely bank statements, telephone bill, and electricity bill, etc.</td>
<td>Financial organization.</td>
</tr>
<tr>
<td>Transaction</td>
<td>Used stolen card details: When someone obtains others card details to make a fraudulent transaction without legitimate cardholder knowledge</td>
<td>Keylogger, Sniffers, Site cloning, Physical stolen card.</td>
<td>Anywhere.</td>
</tr>
<tr>
<td>Account Takeover</td>
<td>When fraudsters pose as a genuine cardholder to gain access and control of an account then withdraw funds, makes illegal transactions, and may change account details.</td>
<td>Brute force botnet attacks, phishing, &amp; malware.</td>
<td>Anywhere.</td>
</tr>
<tr>
<td>Counterfeit</td>
<td>It is the practice of illegally copying a legitimate credit card details.</td>
<td>Fake websites, Site cloning, ATM skimming device.</td>
<td>ATM/ Place where CC uses.</td>
</tr>
<tr>
<td>Card-Not-Present</td>
<td>When fraudsters obtain card information for personal use.</td>
<td>Internet, Hacking, Email phishing campaigns.</td>
<td>Anywhere.</td>
</tr>
<tr>
<td>Skimming</td>
<td>Keeps the credit card into a skimming machine to make a copy and save the important card information.</td>
<td>Skimming Machine.</td>
<td>Shopping mall, Restaurants, etc.</td>
</tr>
<tr>
<td>Shoulder Surfing</td>
<td>When fraudsters looking over the cardholders shoulder to steal credit card details while cardholder enter card details an electronic device and a Web.</td>
<td>Digital devices like camera.</td>
<td>ATM, POS.</td>
</tr>
</tbody>
</table>

4.1 Supervised learning method

Supervised learning is the machine learning technique. The supervised learning and classification technique are used for fraud analysis (misuses detection) at the transaction level and transactions categorized as a fraud or normal transaction based on the historical data. The supervised learning techniques are ruled induction, decision trees, case-based reasoning, support vector machines (SVMs), neural networks techniques, linear regression, logistic regression, naive Bayes, linear discriminate analysis, and k-nearest neighbor algorithm which used to credit fraud detection.

4.2 Unsupervised learning method

The user behavior analysis can be performed by using unsupervised learning and clustering technique that identifies a transaction based on the account behavior of users. In unsupervised learning, all transactions are unlabeled and the algorithms learn to the inherent structure from the input transactions. Unsupervised learning is a more powerful technique to identify fraud and
Table 3: Various issue and challenge for credit card fraud detection

<table>
<thead>
<tr>
<th>Issues</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>No standard credit card dataset [24,58]</td>
<td>It is the biggest issues in fraud detection domain. There is no standard, real, and benchmark dataset available to evaluate proposed fraud detection methods. In most of the cases, researchers have been used their own dataset (Synthetic dataset) for doing research.</td>
</tr>
<tr>
<td>Skewed class distribution [1,44,48,58]</td>
<td>The skewed distribution (or imbalanced class) is one of the most serious problems. Very small percentages of all card transitions are fraudulent as compare to normal transition. In a supervised learning technique, imbalance problem occurs when the minority class percentage is not very high.</td>
</tr>
<tr>
<td>Cost-sensitive classification problem [43,48]</td>
<td>Credit card Transactions are misclassification (fraudulent transaction as a legitimate transaction and legitimate transaction as a fraudulent transaction) due to this financial impact ranging from a few to thousands of money.</td>
</tr>
<tr>
<td>Presently no suitable evaluation criterion [48,58]</td>
<td>Standard evaluation criterion is not available for assessing and comparing the results of a fraud detection system. The accuracy is not suitable metrics CCFD because data set is imbalanced.</td>
</tr>
<tr>
<td>Lack of proper algorithm [48]</td>
<td>A powerful algorithm is required to detecting a new type of normal and fraudulent pattern. The Data mining and Machine Learning algorithm has its own advantages and disadvantages (table4).</td>
</tr>
<tr>
<td>Fraudsters behaviour dynamic [58]</td>
<td>Fraudsters are changed their behaviour from time to time for getting card details and bypass detection system or modify fraud styles.</td>
</tr>
<tr>
<td>Cardholder Behavior (Concept Drift) [1]</td>
<td>The cardholder is always changing their behaviour may be specific situation/ occasions (e.g. New Year), the buying power of users will be enhanced. If the CCFD system does not consider this as normal changes, will be considered as fraud behaviour</td>
</tr>
<tr>
<td>Pattern Recognition Algorithm [1]</td>
<td>Pattern recognition algorithm is used to recognize fraudster pattern and customer pattern to minimize fraud cases.</td>
</tr>
</tbody>
</table>

4.3 Semi-supervised learning method

The semi-supervised learning method falls between supervised and unsupervised learning method. Semi-supervised learning is a machine learning task that makes use a very small number of labeled data (previously known) and a large number of unlabeled data (unknown data) to detect a card fraud. Semi-supervised learning could decrease the effort needed by supervisors to classify training data. The supervised, unsupervised and semi supervised techniques are introduced following which was used to detect credit card fraud (CCF).

4.4 Artificial Neural Networks

ANNs constitute a set of interconnected nodes designed to imitate the functioning of the human brain (Maes et al. [30]). A neural network based fraud detection system has trained with the earlier data of cardholder spending behavior and the tested software on synthetically non-fraud transaction. The most common unsupervised techniques are k-means, Self-organizing Map (SOM) technique, and Hidden Markov Model (HMM) technique.
generated data (Guo and Li [20]). ANNs has been configured by supervised, unsupervised, and semi-supervised learning methods for classification or clustering of transaction group. Chen et al. [14] employs SVM and ANN techniques to investigate the time-varying fraud problem. The performance of the ANN is compared with SVM, outcomes show that ANN has the highest training accuracy. ANN two techniques namely Back Propagation Neural Network (BPNN) and Self-organizing Maps Neural Network (SOMNN) are mostly used for credit card fraud detection.

**Back Propagation Neural Network**

BPNN is a supervised learning technique, a generalization of the delta rule, and suitable for the feed-forward network, that has no feedback. The feed forward network contains three layers namely input, hidden, and output layers to credit card frauds detection. Chen et al. [14] deployed SVM and BPNN (ANN) techniques to investigate the time-varying fraud problem. The performance of the BPNN (78%) is compared with SVM (67%); outcomes show that ANN has the highest training accuracy. Another research (Ghosh et al. [19]) deployed a multilayer feed forward neural network model to fraud detection from Mellon Bank and reduction total fraud losses from 20% to 40%.

**Self-organizing map**

Self-organizing Map (SOM) [26] is a neural network model based on unsupervised learning method for the analysis and visualization of high-dimensional data. SOM neural network used to detect credit card fraud based on customer behaviour. SOM consist of two layer namely input mapping layer. The input layer forward the incoming transactions to the mapping layer for performing the clustering technique. The mapping layer is to map all transactions with cardholder’s behavior for detecting hidden patterns. Finally, the mapping layer produces results in the form of fraudulent and genuine transaction.

According to Quah and Sriganes [40], the SOM used to decipher, filter and analyze customer behavior for the detection of credit card fraud in the banking sector. Olszewski [37] has suggested a fraud detection method based on the user accounts visualization. The proposed SOM visualization method was applied in three different areas such as telecommunication, computer intrusion, and credit card fraud detection. This method is more suitable for the credit card as compared to the other areas. The CC dataset contains 10,000 accounts details from 1 January 2005 to 1 March 2005 and identified 100 instances as fraudulent. The SOM visualization method was determined based on the produced values of the Precision (1.0000 vs 0.8257, 0.7200, 0.5696) Recall (1.0000 vs 0.9000, 0.9000, 0.9000) Accuracy (1.0000 vs 0.8550, 0.7750, 0.6100), F1 score (1.0000 vs 0.8612, 0.8000, 0.6977) and AUROC (1.0000 vs 0.9415, 0.9285, and 0.8265) for a credit card. This is because of less unbalance dataset and small size of dataset. There may be chance of the accuracy and sensitivity will get dropped if dataset become large and more unbalance.

**4.5 Bayesian network**

Bayesian Network is a probabilistic graphical model denoting a set of random variables and their conditional dependencies through a directed acyclic graph introduced Cooper and Herskovits in 1992 (Panigrahi et al. [39]). Bayesian Network used the concept of Bayes theorem to determine the probability of a given hypothesis to be true.

\[
P(Fraudulent/Evidence) = \frac{P(Evidence/Fraudulent) \ast P(Fraudulent))}{P(Evidence)}
\]  

(1)
Where $P(\text{Fraudulent}/\text{Evidence})$ is the posterior probability condition on Hypothesis. Moreover, $P(\text{Fraudulent})$ and $P(\text{Evidence})$ is the prior probability of Hypothesis. $P(\text{Evidence}/\text{Fraudulent})$ is called the likelihood. The Fraud probability represented by $P(\text{Fraudulent}/\text{Evidence})$ gives the observed user behavior. Bayesian network (BN) has suggested for the purpose of credit card fraud detection based on user behavior. Bayesian belief networks and artificial neural networks (ANN) techniques have used credit card fraud detection by (Maes et al. [30]). Result presented that Bayesian network has superior fraud detection capability than ANN.

According to Kirkos et al. [25], the Bayesian Belief Network model achieved the best performance to correctly classify 90.3% of the validation sample in a 10-fold cross validation procedure. The accuracy rates of the Neural Network and Decision Tree model were 80% and 73.6%, respectively.

4.6 K-Nearest Neighbor

K-Nearest Neighbor (KNN) is a supervised learning technique [51]. The Euclidean distance method is used to calculate the distance between two transactions (input data transaction and current transaction) for every data transaction in the dataset and distances are arranged in increasing order. The $k$ items have the lowest distance to the input data transaction point are selected. KNN technique classifies any new incoming transaction by calculating the nearest point if the nearest neighbor is a fraud than transaction considers as fraud and if the nearest neighbor is not fraud than transaction consider as legal.

The Euclidean distance $(D_{ij})$ between two input vectors $(X_i, X_j)$ is given by

$$D_{ij} = \sqrt{\sum_{k=1}^{n} (X_{ik} - Y_{jk})^2}, (k = 1, 2, 3, \ldots, n.) \quad (2)$$

A simple matching coefficient is frequently used for categorical attributes. In this method, both legitimate and fraudulent transactions are to be fed in order to train the data sets. The K-Nearest Neighbor technique has optimized for better distance metrics. The various papers (Seeja and Zareapoor [44], Zareapoor et al. [58]) have performed a KNN technique to detect a credit card fraud and compare their result with other data mining techniques and This method is fast with minimum false alerts.

4.7 Artificial immune system

The artificial immune system (AIS) is part of artificial intelligence based on the biological symbol of the human immune system or natural immune system developed by Neal in 1998 [36]. It is a user-based model to discriminate the incoming transaction as genuine or fraudulent. According to Tuo et al. [52], artificial immune systems have four algorithms negative selection, clonal selection, immune network, and dendritic cells to identify fraudulent transaction detection. These algorithms have been applied to real data to detect fraud for achieving high accuracy.

Worng et al. [55] has developed a system called artificial immune system for fraud detection of credit card (AISCCFD). AISCCFD has a high level system model and consisted of the database, two subsystems (system interface) and AIS engine. AISCCFD System has identified input transactions as non-fraudulent or fraudulent.

Halvaeie and Akbari [21] introduced a new credit card fraud detection model using AIS called "AIS-based Fraud Detection Model". The model has added some enhancements to the Artificial Immune Recognition System algorithm which helped to raise the precision, reduces cost, and system training time. AIS-based Fraud Detection Model enhanced fraud detection rate
of 23%, reduced cost 85%, and training time 40%. This research has implemented a parallel model in a test environment for fair minimization in training time.

Gadi et al. [18] has employed the Artificial Immune Systems on credit card dataset for fraud detection and outcomes are compared with Neural Network, Bayesian Network, Naive Bayes, and Decision Trees based on three strategies such as default 35.66 (3.21%), optimized 24.97 (5.43%), and robust 23.30 (2.29%). The AIS produced the best classifiers and give high accuracy compared with other fraud detection methods respectively.

Huang et al. [22] have applied the AIS model for fraud detection. The AIS based model combines two AIS algorithms with behavior-based intrusion detection using Classification and Regression Trees (CART). This hybrid method applied on same data with combination CART algorithm (TP1%, TN85%, FP15%, FN19%), CSPRA algorithm (3% undetected; TP81%, TN 89%, FP11%, FN 16%), DCA algorithms (TP78%, TN90%, FP10%, FN22%) and Stacking Bagging algorithm (TP89%, TN95%, FP5%, FN 11%) to calculate each algorithm performance by using standard evaluation criteria. It was observed that the performance of AIS is better than other techniques.

4.8 Decision tree

The Decision tree (DT) is a supervised learning and statistical data mining technique. The research (Koikkinaki [27]) implemented decision trees by using various machines learning-based algorithms such as the Iterative Dichotomiser3 (ID3), Successor of ID3 (C4.5), Random forest, Classification and Regression Tree (CART). These techniques have been applied to a credit card database for fraud detection based on detection time and accuracy. DT technique divides the complex problems into smaller problems and resolves through repeatedly using the procedure (Bai et al. [5]).

According to Sachin and Duman. 2011 [42], decision rules have applied to determine the class of an incoming transaction as a genuine or fraudulent. Gadi et al. [18] used DT technique to computing result based on three strategies such as default 32.76 (4.83%), optimized 27.84 (4.16%), and robust 27.87 (4.21%).

Minegishi and Niim [33] has developed a decision tree learning based method called Very Fast Decision Tree learner (VFDT) to solve the imbalanced data stream problem.

Sahin et al. [43] has developed and implemented a cost-sensitive decision tree induction algorithm to identify fraudulent credit card transactions on a real world credit card data set. The performance of this approach was compared with the traditional classification models on a real data set and result showed that cost-sensitive decision tree algorithm outperforms the existing traditional classification methods.

4.9 Support Vector Machine

The SVM is a statistical and supervised machine learning (ML) technique used for both regression and classification tests [15]. SVM has found to be effective and popular in a diversity of classification tasks because it is mostly used for solving classification problems. SVMs contain two important properties that are the margin optimization and kernel called a radial basis function that can be used to learn complex regions.

The kernel function is used to transform the dataset. The role of this function is a mapping of transactions between the input space and a higher dimensional space [13].

The kernel function is described by:

\[ K(X_1, X_2) = \Phi((X_1), (X_1)) \]
Where $\Phi : X \rightarrow H$ map transactions in input space $X$ to higher dimensional space $H$. The hyperplane is used to separate the transactions, after applying the kernel function to the dataset. Hyperplane described by:

$$\{W, X\} + B = 0$$  \hspace{1cm} (4)

The main role of the hyperplane is to maximize the separation between both transactions, which helps to reduce potential errors caused by over training. Therefore, the classification for a support vector machine defined as:

$$\sum_i \alpha_i Y_i K(X_i, X) + B = 0$$  \hspace{1cm} (5)

The Gaussian radial basis function and polynomial function are the most common kernel functions used which is dependent on the dataset and classification requirements [29]. An instance of transaction class is that separated by a hyperplane. Transaction classes of two distinct cards are represented in blue and black bullets (data samples). Support vectors work as a boundary to each class of credit card transaction. If transactions lie outside support vector boundary, considered as an Outlier or fraud activity. New samples are classified based on measuring its distance from the hyperplane (Nguwi and Cho [35]).

SVM has been classified into four categories namely Binary support vector system (Chen et al. [12]), classification model based on decision tree and SVM (Sachin and Duman [42]), Novel questionnaire responder transaction approach with SVM (Chen et al. [13], and Class Weighted SVM model (Lu and Ju [29]). It has been developed on Class Weighted Support Vector Machine for credit card fraud detection.

The model is more appropriate for solving fraud detection problem with high. The Various research (Zareapoor et al. [58], Seeja and Zareapoor [44], Bhattacharyya et al. [6]) have used SVM Technique for credit card detect fraudulent transactions.

### 4.10 Hidden Markov model

Hidden Markov Model (HMM) is a probability and statistical Markov model which can be used to model sequential data. It is a double embedded random process with two states, one is unobserved ("hidden") and other is open to all. It is a finite set of states, each of which is associated with a probability distribution. HMM are effectively applied to many areas such as speech recognition, robotics, bio-informatics, data mining etc. This paper focuses on credit card fraud detection using HMM. The cardholder spending profile is divided into a low, medium, and high. The cardholder profile consists of a set of spending information namely money spent on each transaction, purchase time of last good, type of purchasing goods, the name of the merchant and last place purchase goods, etc. HMM is trained based on the cardholders normal behavior and if incoming credit card transaction is not accepted by the model with high probability that transaction is considered as a fraudulent transaction. HMM is also maintaining a log of the previous transaction. Bhusari and Patil [7] discussed how HMM used to detect credit card transaction fraud with a low false alarm 8% and found out more than 88% transactions are genuine. Another researches ( [2,17,23]) are also used HMM to detect a credit card fraud. These machine learning techniques are also contained some pros and cons. Table 4 presents a comparison of these techniques based on learning, classification and clustering approach to detect credit card fraud, Learning Approach/Categories (LA/C).
5 Dataset and its attributes

The performance of any technique is purely dependent on the quality of the dataset. The datasets used by the various researcher to evaluate their proposed techniques and implemented methodologies are studied and summarized in table 5. The credit card datasets have been categorized as real world datasets (like Mellon Bank) and synthetic datasets (like UCSD-2009), and their primary and derived attributes discussed in details which play an important role in enhanced fraud detection rate and accuracy.

The credit card dataset contains two types of attributes, namely primary and derived attributes. These attributes were used in various studies [6,24,31,34,59] to detect credit card transaction frauds.

**Primary attributes:**

When credit card users are made transactions, a set of primary transnational attributes are generated. Based on the research papers mentioned in table 5, following attributes in table 6 are diagnosed as primary features of the credit card.

These primary attributes (features) help to design a good fraud detection system.

Beside primary attributes, derived attributes are also important but it is a very difficult task to extract the appropriate derived attribute from primary attributes.

Withrow et al. [54] have suggested transaction aggregation strategy approach to extract derived attributed based on the following three steps from the primary attributes available in the credit card transaction datasets:

(a) Grouping transactions by card identification number.
(b) Selecting transactions made in a previous period.
(c) Grouping selected transactions on the basis of one of the primary feature.

The derived attributes are used to accurate analysis of cardholders buying behaviors. The derived attributes are summarized in table 7.

6 Performance matrices and evaluation criteria

The standard evaluation criteria have been followed by many researchers [4,29,34,44,47,59] for evaluating their proposed model of credit card fraud detection.

The main objectives of these evaluation parameters (criteria) are to minimize false detection of fraud/non-fraud transactions and maximize the actual detection of fraud /non-fraud transactions. The formulae used by the many researchers for evaluation of their model have been presented in table 8 (P = Positive, N = Negative, FP = False Positive, FN = False Negative, TP = True Positive, TN = True Negative).

The performance metrics are discussed in table 8 that used by the various researcher to evaluate their method and determine the performance of fraud detection techniques.
Table 4: Comparison of Various Fraud Detection Techniques

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Back Propagation Neural Network</td>
<td>To determine the best performance of the system, we need a retrain of parameters such as the number of hidden neurons, learning rate, and momentum</td>
<td>It requires log training time and extensive testing.</td>
</tr>
<tr>
<td>Bayesian Network</td>
<td>System processing, accuracy, and detection speed are very high.</td>
<td>Required excessive training and expensive.</td>
</tr>
<tr>
<td>K-nearest neighbor (KNN)</td>
<td>There is no requirement of the predictive model before transaction classification in a dataset.</td>
<td>The fraud detection accuracy depends on the measure of distance between two neighbors. This technique cannot detect the fraud at the time of transaction.</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>It is capable of detecting the fraudulent activity at the time of the transaction and solving nonlinear classification problems. SVM technique provides a unique solution for the optimality problem is bulging.</td>
<td>This technique is hard for auditors to process outcomes due to the transformation of input set and sometimes it fails to detect fraud cases. It is expensive, medium accuracy and has a low speed of detection. Lack of results transparency.</td>
</tr>
<tr>
<td>Decision Tree (DT)</td>
<td>A decision tree is simple to use, implement, display and easy to understand. It can handle well non-linear data. It requires low computational power for training, high flexibility, good explainable.</td>
<td>This technique involves the complex algorithm and even a small change in the data can distract the structure of the tree. Need to check each transaction one by one. Choosing splitting criteria are also complex.</td>
</tr>
<tr>
<td>Unsupervised</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-organizing Map</td>
<td>This technique is simple to implement and very easy for auditors are given visual nature of outcomes.</td>
<td>Visualization requires auditor observation. This technique is not being fully automated.</td>
</tr>
<tr>
<td>Hidden Markov Model (HMM)</td>
<td>HMM technique is fast in fraud detection and capable of detecting the fraudulent activity at the time of the transaction. HMM-based models reduce the False Positive (FP) transactions predict as fraud, though they are genuine User.</td>
<td>It cannot detect the fraud in the initial few transactions. It is highly expensive and low accuracy. It cannot scalable to large size datasets.</td>
</tr>
<tr>
<td>Artificial immune system</td>
<td>This is highly suitable for classification problems with imbalanced data. Pattern recognition capability is also a high and powerful technique for learning. It is diversity, dynamically changing coverage, multi-layered, and Inexpensive.</td>
<td>Need a very high computational power for operation to make it unsuitable for real-time functions. The handling missing data are poor and need higher training time.</td>
</tr>
</tbody>
</table>
Table 5: Analysis of credit card dataset used between 1994 and 2019

<table>
<thead>
<tr>
<th>Year</th>
<th>Dataset sample size</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>1,100,000 transactions authorized in a two month period.</td>
<td>Mellon Bank [19]</td>
</tr>
<tr>
<td>1999</td>
<td>500,000 records of both banks. Chase Bank (20% fraud and 80% non-fraud distribution) and First Union Bank (15% fraud, non-fraud 85%).</td>
<td>Chase Bank and First Union Bank [9]</td>
</tr>
<tr>
<td>2002</td>
<td>Data Come from SQL server database containing sample Visa Card transactions.</td>
<td>Synthetically created Data [50].</td>
</tr>
<tr>
<td>2005</td>
<td>6000 credit card data, normal accounts (84%) and fraudulent account (16%).</td>
<td>Major US bank [28]</td>
</tr>
<tr>
<td>2008</td>
<td>About 50 million transactions (49,858,600 transactions), one million (1,167,757 credit cards) credit cards from a single country.</td>
<td>International CC operators transactions [38]</td>
</tr>
<tr>
<td>2009</td>
<td>25,000 payment observations, fraud (5,529) and non-fraud (19,471).</td>
<td>Taiwan bank [57]</td>
</tr>
<tr>
<td>2010</td>
<td>462279 unique customers data have 4 million transactions &amp; 5417 fraud transaction</td>
<td>Financial institute in Ireland(WebBiz)³ [8]</td>
</tr>
<tr>
<td>2011</td>
<td>250,000 transactions, fraud (1050), &amp; remaining none fraud.</td>
<td>Turkish bank [16]</td>
</tr>
<tr>
<td>2012</td>
<td>640361 transactions contain by 21746 credit cards.</td>
<td>A Large Australian bank [55]</td>
</tr>
<tr>
<td>2013</td>
<td>22 million CC transactions, fraud (978) and remaining non-fraud.</td>
<td>Bankâs CC data warehouses [43]</td>
</tr>
<tr>
<td>2014</td>
<td>Details of 41647 transactions and 3.74% is fraudulent.</td>
<td>Brazilian bank transaction [37]</td>
</tr>
<tr>
<td>2014</td>
<td>100000 transaction, But 21000 transaction for training and 19918 for testing out of 40,918 unspecified transactions.</td>
<td>UCSD-FICO [44]</td>
</tr>
<tr>
<td>2015</td>
<td>9,387 transactions, 939 fraud and 8,448 non fraud</td>
<td>Real life dataset from an anonymous bank in Turkey [31].</td>
</tr>
<tr>
<td>2016</td>
<td>10000 records, numeric data with 334 input attributes.</td>
<td>UCSD-2009 (Synthesized) [53]</td>
</tr>
<tr>
<td>2017</td>
<td>10000 transactions, 20 attributes of German Credit data</td>
<td>UCI respiratory [3]</td>
</tr>
<tr>
<td>2018</td>
<td>30,000,000 individual transactions, 82,000 transactions fraud</td>
<td>E-commerce company of China [56]</td>
</tr>
<tr>
<td>2019</td>
<td>German Credit card 1000 transaction &amp; 21 attributes.</td>
<td>UCI ML respiratory (Real data) [46,47]</td>
</tr>
<tr>
<td>2019</td>
<td>Ten million credit card transactions with 8 variables</td>
<td><a href="https://packages">https://packages</a>. revolution analytics.com (Real data) [32]</td>
</tr>
</tbody>
</table>
Table 6: Primary Attributes of Credit Card

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Account Number</td>
<td>Identification number of the Credit Cardholders</td>
</tr>
<tr>
<td>Card Number</td>
<td>Is a Credit Card number</td>
</tr>
<tr>
<td>Cardholders Age</td>
<td>Present an age of Credit Cardholders</td>
</tr>
<tr>
<td>Cardholders Gender</td>
<td>Gender of the Credit card holder (male, female, other)</td>
</tr>
<tr>
<td>Type of Card</td>
<td>Visa debit, Master Card, American Express, etc.</td>
</tr>
<tr>
<td>Transaction ID</td>
<td>Transaction identification number</td>
</tr>
<tr>
<td>Transaction Place</td>
<td>Place where transaction made (Determine by System IP Address, if online)</td>
</tr>
<tr>
<td>Entry Mode</td>
<td>Chip and pin, magnetic stripe</td>
</tr>
<tr>
<td>Transaction Time/Date</td>
<td>Time and Date of the transaction</td>
</tr>
<tr>
<td>Amount</td>
<td>Amount of the transaction n USD, EURO, INR, etc.</td>
</tr>
<tr>
<td>Terminal Type</td>
<td>Transactions by the Internet, ATM, POS, Mobile, etc.</td>
</tr>
<tr>
<td>Country Transaction</td>
<td>Where transaction made by cardholders</td>
</tr>
<tr>
<td>Country Home</td>
<td>Residence country of cardholders</td>
</tr>
<tr>
<td>Merchant Name</td>
<td>Name of merchant who is provides service to cardholders</td>
</tr>
<tr>
<td>Merchant Code</td>
<td>Is a merchant identification number</td>
</tr>
<tr>
<td>Merchant Group</td>
<td>Merchant group identification</td>
</tr>
<tr>
<td>Merchant City, Country</td>
<td>Name of merchant city &amp; country</td>
</tr>
</tbody>
</table>

Table 7: Derived Attributes of Credit Card

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amount-Same-Day</td>
<td>Total amount spent on the same day up to this transaction</td>
</tr>
<tr>
<td>Number-Same-Day</td>
<td>Total number of transactions on the same day up to this transaction</td>
</tr>
<tr>
<td>Amount-Same-Month</td>
<td>Total amount in the same month up to this transaction.</td>
</tr>
<tr>
<td>Average-Same-Month</td>
<td>Average amount spent over a month up to this transaction.</td>
</tr>
<tr>
<td>Amount-same-Merchant</td>
<td>All transactions amount spent in the same merchant up to present transaction.</td>
</tr>
<tr>
<td>Number-Same-Merchant</td>
<td>Total number of transactions with the same merchant during 6 month</td>
</tr>
<tr>
<td>Number-Same-Hour</td>
<td>Total number of transactions in the same hour up to present transaction.</td>
</tr>
<tr>
<td>Amount-Same-Hour</td>
<td>Total amount spent in the same hour up to present transaction.</td>
</tr>
<tr>
<td>Transaction amount over a month</td>
<td>Average amount spent per transaction over a month on all transactions up to present transaction.</td>
</tr>
<tr>
<td>Previous-Amount</td>
<td>Previous amount of transaction.</td>
</tr>
<tr>
<td>Average amount over 3 months</td>
<td>Average amount spent over the course of 1 week during the past 3 months</td>
</tr>
</tbody>
</table>
### Table 8: Evaluation criteria for Credit card fraud detection

<table>
<thead>
<tr>
<th>Measure</th>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (Detection rate)</td>
<td>( \frac{TN+TP}{TP+TN+FP+FN} )</td>
<td>The percentage of correctly predicated transactions.</td>
</tr>
<tr>
<td>Precision (Hit rate)</td>
<td>( \frac{TP}{TP+FP} )</td>
<td>It is the number of classified fraud transactions that actually are fraud transactions, and gives the accuracy of the fraud transaction.</td>
</tr>
<tr>
<td>False Positive Rate (False alarm rate)</td>
<td>( \frac{FP}{FP+TN} )</td>
<td>The ratio of credit card fraud detected incorrectly.</td>
</tr>
<tr>
<td>True Positive Rate (Sensitivity or recall)</td>
<td>( \frac{TP}{TP+FN} )</td>
<td>It is the number of correctly classified fraud transaction and gives the accuracy of the fraud transaction.</td>
</tr>
<tr>
<td>True negative rate (Specificity)</td>
<td>( \frac{TN}{TN+FP} )</td>
<td>It is the amount of correctly classified non-fraud and gives the accuracy of the non fraud transaction.</td>
</tr>
<tr>
<td>False Negative Rate</td>
<td>( \frac{FN}{P=1-TP} )</td>
<td>It is the number of credit card transaction classified as a non-fraud as a percentage of all fraudulent.</td>
</tr>
<tr>
<td>ROC</td>
<td>True positive rate plotted against false positive rate</td>
<td>Relative Operating Characteristic curve, a comparison of TPR and FPR as the criterion changes.</td>
</tr>
<tr>
<td>Cost</td>
<td>( 100 \times FN + 10 \times (FP + TP) )</td>
<td>Present a cost of FDS.</td>
</tr>
<tr>
<td>F-measure</td>
<td>( \frac{2 \times (Precision \times Recall)}{(Precision + Recall)} )</td>
<td>The Weighted average of the precision and recall, Gives the harmonic mean of precision and recall.</td>
</tr>
<tr>
<td>Balanced Classification Rate</td>
<td>( \frac{1 \times (TP/P+TN/N)} )</td>
<td>It is the average sensitivity and specificity.</td>
</tr>
<tr>
<td>Mathews Correlation Coefficient</td>
<td>( \frac{(TP \times TN)-(FP \times FN)}{{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}} )</td>
<td>Used as a measure of the quality of binary classification, correlation coefficient between the observed and predicate binary classification.</td>
</tr>
<tr>
<td>Geometric Mean</td>
<td>( (Sensitivity \times Specificity)^{0.5} )</td>
<td>Gives the geometric of fraud and non-fraud accuracies.</td>
</tr>
<tr>
<td>Weighted-Accuracy</td>
<td>( W \times Sensitivity + (1-w) \times Specificity )</td>
<td>Provide performance summary that indicators of each tradeoff.</td>
</tr>
</tbody>
</table>
Table 9: The Performance comparison of various DM & ML Techniques

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[21]</td>
<td>AIS</td>
<td>33.6-52.6%</td>
<td>97.8-98.1%</td>
<td>94.6-96.4%</td>
</tr>
<tr>
<td>[6]</td>
<td>LR</td>
<td>24.6-74.0%</td>
<td>96.7-99.8%</td>
<td>96.6-99.4%</td>
</tr>
<tr>
<td>SVM</td>
<td>43.0-68.7%</td>
<td>95.7-99.8%</td>
<td>95.5-99.4%</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>42.3-81.2%</td>
<td>97.9-99.8%</td>
<td>97.8-99.6%</td>
<td></td>
</tr>
<tr>
<td>[34]</td>
<td>KNN</td>
<td>81.82%</td>
<td>97.61%</td>
<td>96.52%</td>
</tr>
<tr>
<td>KNN+DRF</td>
<td>81.97%</td>
<td>98.62%</td>
<td>97.47%</td>
<td></td>
</tr>
<tr>
<td>[4]</td>
<td>NB</td>
<td>82.10-95.15%</td>
<td>97.54-98.96%</td>
<td>97.52-97.69%</td>
</tr>
<tr>
<td>LR</td>
<td>71.55-58.33%</td>
<td>29.39-53.13%</td>
<td>36.39-54.86%</td>
<td></td>
</tr>
<tr>
<td>[41]</td>
<td>SVM</td>
<td>55.43-73.60%</td>
<td>70.41-73.41%</td>
<td>70.41-73.41%</td>
</tr>
<tr>
<td>GP</td>
<td>85.64-95.09%</td>
<td>89.27-94.14%</td>
<td>89.27-94.14%</td>
<td></td>
</tr>
<tr>
<td>NN (FF)</td>
<td>67.24-80.21%</td>
<td>75.32-78.77%</td>
<td>75.32-78.77%</td>
<td></td>
</tr>
<tr>
<td>GMDH</td>
<td>87.44-93.46%</td>
<td>88.34-95.18%</td>
<td>88.14-93.00%</td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>62.91-65.23%</td>
<td>70.66-78.88%</td>
<td>66.86-70.86%</td>
<td></td>
</tr>
<tr>
<td>NN(Prob)</td>
<td>87.53-98.09%</td>
<td>94.07-98.09%</td>
<td>95.64-98.09%</td>
<td></td>
</tr>
<tr>
<td>[11]</td>
<td>RUSMRN</td>
<td>53.36%</td>
<td>88.13%</td>
<td>79.73%</td>
</tr>
<tr>
<td>RUSBoost</td>
<td>50.3%</td>
<td>86.16%</td>
<td>77.8%</td>
<td></td>
</tr>
<tr>
<td>AdaBoost</td>
<td>31.4%</td>
<td>83.1%</td>
<td>57.73%</td>
<td></td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>40.2%</td>
<td>78.8%</td>
<td>70.13%</td>
<td></td>
</tr>
</tbody>
</table>
6.1 Comparative study of learning technique

In this study, the performance of a variety of Data mining & machine learning technique in terms of sensitivity, specificity, and accuracy are presented in table 9. This study has been classified credit card fraud detection researches based on these performance measures. The result of various researches showed in table 9 and identify that specificity and accuracy were slightly better of KNN+DRF technique [34] with compare to other methods. The sensitivity, specificity, and accuracy have been better of NB and KNN technique [4]. It clearly identified that some results are vary based on credit card transactions dataset size and detection techniques. If credit card dataset is too large than accuracy could be decreased. This study has been classified credit card fraud detection researches based on these performance measures. The result of various researches showed in table 9, sensitivity and accuracy was slightly better for Self-organization map [8] with compare to other methods. The sensitivity, specificity, and accuracy have been better of NB and KNN technique [4]. It clearly identified that some results are vary based on credit card transactions dataset size and detection techniques. If credit card dataset is too large than accuracy could decrease.

7 Conclusion and future work

In this paper, various research papers based on credit card fraud are studied and discussed based on the finding of these papers, the various credit card frauds are classified and among them, card-not-present fraud and skimming frauds are more frequently occurred. The fraudsters mostly used website cloning, the false merchant website, and phishing methodology to steal credit card detail. The challenges and issues to prevent and detect the fraud have also been discussed and identified that one of the biggest issues is benchmark dataset which has unskewed, balanced and free from the anomaly and real-world dataset.

The pros and cons of numerous fraud detection techniques are discussed and concluded that the major researchers were performed under a supervised learning method based on available datasets. Different convention dataset was used to compare the performance of various methodologies on the base of various performance measures using the sensitivity, specificity, and accuracy. This paper also presented a comparative analysis of different fraud detection techniques and identified that NB (95.15%, 98.96%, and 97.69%), KNN (93.75%, 100%, and 97.92%) & KNN-DRF (81.97%, 98.62%, and 97.47%) gives better results among the studied techniques. The primary and derived attributes of credit card dataset have been playing an important role in enhanced fraud detection rate and accuracy.

In this paper, techniques based on machine learning are discussed. The study can be extended for bio-inspired algorithms which have not explored in the paper and the result can be compared with traditional MLT. More effects can be made to get the real dataset from the credit card issuing and managing organization, so that the exact techniques can be compared on the real dataset.

In future, this work can further be extended on the enhancement of fraud detection techniques based on the detection accuracy, precision, MCC and improvement of fraud detection evaluation criteria. Security guidelines are needed for credit card users to make them aware of how to use and secure card details.
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A Cluster-based Approach for Minimizing Energy Consumption by Reducing Travel Time of Mobile Element in WSN

J. Siva Prashanth, S.V. Nandury

Abstract: Envoy Node Identification (ENI) and Halting Location Identifier (HLI) algorithms have been developed to reduce the travel time of Mobile Element (ME) by determining Optimal Path (OP) in Wireless Sensor Networks. Data generated by cluster members will be aggregated at the Cluster Head (CH) identified by ENI for onward transmission to the ME and it likewise decides an ideal path for ME by interfacing all CH/Envoy Nodes (EN). In order to reduce the tour length (TL) further HLI determines finest number of Halting Locations that cover all ENs by taking transmission range of CH/ENs into consideration. Impact of ENI and HLI on energy consumption and travel time of ME have been examined through simulations.

Keywords: Dual matrix, Local binary pattern, Robust, Complement pattern.

1 Introduction

Wireless Sensor Networks (WSN) are established by thousands of sensors distributed spatially over a specified geographical region for monitoring the changes in the environment. WSNs have wide range of applications like, health care monitoring, earth sciences, environmental sciences, military applications to detect intrusion of enemies disaster, tracking vehicular movement, etc. Sensor Nodes (SNs) are typically small electronic devices operated by battery with finite amount of energy. Each SN senses the environment and gathers the information about physical changes in the environment. How frequently SN should observe the physical change in the environment is application specific. Some applications require continuous and the other requires periodical monitoring. Data generated by SN either periodically or continuously have to be submitted to the centralized processing unit called stationary Base Station (BS). Contingent upon nature of the application, information detected by WSNs send either straightforwardly to a stationary BS or Mobile Element (ME). Usually BS location is fixed. In case if BS is located within the transmission range of a SN, then it will directly submit data to the BS. Otherwise, SN will send the data to its nearest neighbor, which will try to identify the shortest path and relay the data to the BS. There are few challenges associated with this traditional mechanism. Sometimes BS may be located far away from the area of interest, in such scenario SNs will not be
able to communicate with the BS, apart from this, in large WSN considerable amount of energy will be spent for transmitting and receiving messages, this leads to high energy consumption and increased network traffic. Nodes closer to BS have to allocate time slots to all in-coming traffic from their neighbors, this result in traffic congestion. As more energy expended for transmission compared to processing load, these nodes devour compared to other nodes. Such situation may prompt the breakdown of WSN, as no information would reach BS if these nodes channel out the whole of their battery life. The Above mentioned challenges can be addressed by employing a ME that travels along WSN space to gather data from SNs. The data gathered by the ME, is then submitted to BS [2]. This mechanism addresses energy consumption and network traffic issues, but it throws a newer challenge, as the ME needs to visit each SN in WSN, it increases network latency. ME has to schedule an ideal visit to guarantee opportune accumulation of information from all SNs in the WSN without bringing about deferrals. Now the challenge is to optimize the TL of ME in order to minimize the latency. Latency can be minimized by identifying Envoy Nodes (EN), where EN is a node that ME must visit, in order to collect data. ME need not to visit exact geographical location of a EN, instead it can collect the data from any location within the transmission range of EN. Inspired by this ME’s tour can be shortened further by identifying a set of locations in such a way that, ME will be able to collect data from all ENs by visiting these locations, these locations are referred to as Halting Locations (HL). Hls are optimally located at a distance less than or equal to the transmission range of EN. A few methodologies have been proposed, which endeavor to reduce the number of Hls that a ME should essentially visit to gather information from all sensors in the WSN. In the literature various approaches makes use of heuristic approaches like Travelling Salesmen Problem (TSP) and Genetic Algorithms (GA) for defining ME’s optimal tour [3,4,6]. In our previous work we have adopted a clustering method to minimize the energy consumption and decrease latency where every SN in a cluster is inside the transmission range of its Cluster Head (CH) [25]. As an extension to the previous work we try to investigate the effect of ME’s TL on energy consumption. In this approach, Envoy Node Identification (ENI) algorithm has been developed to identify the number of ENs to be visited by the ME. ME’s tour consists of visit to all ENs. Optimal path(OP) that covers all ENs in WSN is identified using traditional TSP solver. Tour that has been given by TSP solver can further be reduced by visiting the Hls identified by Halting Location Identifier (HLI) algorithm. Adequacy of ENI and HLI have been evaluated in terms of optimizing the energy consumption and travel time of ME through simulation. An examination of simulation result shows that ENI, HLI outflank the COM and CSS. Rest of the paper is organized as follows: Overview on research works related to clustering, energy issues and TL-optimization of ME discussed in Section 2. Section 3 presents an overview of proposed optimization approach. ENI and HLI algorithms described in Section 4. Section 5 showcases performance results through simulations carried out.

2 Related work

2.1 Minimizing the TL of mobile element

Each sensor submits its data to the base station directly if it is within the transmission range of base station otherwise it will submit it through the multi hop communication. As more number of nodes will be involved in the communication, it leads to high energy consumption in the network, it also increases the network traffic. The problem of reducing TL of ME is addressed in [10]. First it carries out the cluster formation process as per [19], then the deployment region is partitioned into virtual grids and intersection points are identified. CHs have to choose one of these intersection points, so that ME can collect data from CHs by visiting these intersection
points. Order of nodes to be visited is identified by a TSP solver. A convex hull based method for reducing latency by considering amount of data to be collected, speed of the ME is proposed in [20]. In this method a convex hull that covers all nodes is constructed. This process is applied progressively by eliminating nodes on previous layer of convex hull. This process is repeated until no nodes are left for further processing. All possible permutations for visiting nodes in layer - \( n \) and \( n-1 \) are explored in order to identify an OP. This process is applied progressively until all the layers are covered. Minimum amount of time ME has to travel across the unit disc region of a node depends on the amount of data to be collected and speed of ME. Optimal TL of ME is obtained by adjusting speed of ME. Two different approaches are presented in [12, 12, 13] for optimizing TL. The first approach enables ME to move unreservedly over the network deployment area, TL optimization depends on the requirement that information from SNs should reach BS in a given deadline. Second approach pre-characterizes ME’s path and TL is optimization will be achieved by identifying HLs along the pre-characterized path. Optimal disc coverage is a technique which gives Centre and radius of the optimal disc that covers given set of points. In [14], an attempt made to reduce ME’s TL by using COMbine algorithm (COM) and Combine-Skip-Substitute (CSS) algorithms. An OP connecting all nodes has been identified by employing a TSP. In this approach the location to be visited by ME is referred as collection site. Optimal disc coverage technique [15] was employed by COM for identifying collection sites that must be included in ME’s. Location of Two nodes will be given as input to decisional Welzl’s algorithm, if the radius returned by Welzl’s is less than or equal to transmission range then the two nodes will be replaced by Welzl’s centre in ME’s tour. CSS identifies the common intersection areas and establishes rendezvous points(RP) in it. If no two nodes are having common intersection area a RP is established with in the unit disc region of collection site that minimizes TL of ME. COM combines the collection sites along the ME’s path given by TSP solver. Although search space for the solution is reduced, it may prevent from combining as many collection sites as possible. The optimality of TL in these methodologies is restricted by the order in which the ME is made to visit the gathering destinations ENs along the way dictated by the TSP solver. ENI and HLI made an attempt to overcome this limitation.

2.2 Clustering

Clustering mechanism minimizes energy consumption, reduces the network traffic. In WSN, when clustering approaches are adopted, cluster members submit the data to its cluster heads and cluster heads submits the data to the base station through inter cluster communication, in such networks, the cluster heads near the base station usually tend to become the conduit point for bulk data transmissions between the base station and far away clusters. As a consequence, the energy of CHs nearer to the BS may drain out quickly. To maximize the lifetime of CHs nearer to BS variable size clustering has been proposed in [1, 2]. In both the approaches size of the clusters is defined by the distance of CH from BS. Since clusters nearer to BS will be of smaller size, the intra cluster communication and energy consumption for cluster routines is minimized so that the residual energy of CH can be utilized for relaying the incoming data to the BS. Depending on the network topology it may happen that, some clusters accommodate more number of members. When a cluster has more number of cluster members, it leads to high energy consumption at cluster head and cluster head may drain out its energy very early. A clustering algorithm for addressing this problem is given in [5], size of the cluster and degree of a node are the two parameters that played key role in minimizing energy consumption.

A clustering algorithm based on common intersection area of SNs is proposed in [3], it groups the nodes having common intersection are in a cluster. After cluster formation a ME is employed to collect the data from all the clusters. Order of nodes to be visited by ME is
obtained by using GA. A genetic algorithm based cluster was proposed for reducing latency in [6]. Initially way points to be visited by ME are identified, then using weighing scheme nodes select one of the waypoint. These way points are optimized using genetic algorithms for minimizing ME’s tour. An approach for determining optimized path from source to destination was proposed in [7]. As size of the cluster increases CH has to relay more number of packets and it leads to delayed transmission of data. This problem is address by exploiting nodes in common intersection area of clusters [8]. In this approach when waiting time of a packet at CH is more than the pre-defined threshold value, then node submits its data to neighbor CH through nodes in common intersection area. This phenomenon reduces packet loss, minimizes latency and energy consumption of the network. A protocol for minimizing the energy consumption by making use of beacon signal of ME is proposed in [9]. In this protocol a SN will be either in active state or in sleep state. Sensor node senses the environment periodically and goes to the sleep state, when a SN receive a Long Range beacon Signal from ME, it enters into active state. Node transmits data to ME when it receives Short Range beacon Signal and enters into sleep state. Apart from latency and energy consumption fault tolerance is another issue associated with WSN. Even if the node detects fault and decides to reject the data, it takes considerable amount of time and energy. This problem is addressed by introducing Composite Interference Model (CIM) in [21]. To determine Interference Fault-free Transmission (IFFT) schedule for all active links, a new approach Time Division Multiple Frequency (TDMF) is defined. Based on CIM and TDMF an algorithm for maximizing network throughput, Composite Interference-based Transmission Scheduling (CITS) is developed.

2.3 Energy issues

Since SNs equipped with finite amount of energy, optimal utilization of energy is required to enhance the lifetime of the WSN up to a maximum possible extent. In the literature many researchers addressed the energy issues. LEACH is one of the popular algorithm which has addressed the energy issues by adopting clustering mechanism [17]. An Energy Efficient Optimal Chain Protocol (EEOC) is proposed in [22]. EEOC has shown better performance than best known approaches in terms of first node die and last node alive. In order to extend the network lifetime and reducing data redundancy, a novel approach which is combination of chain based data transmission and clustering is proposed in [23]. A new clustering approach for achieving energy efficiency and reliability with the help of backup nodes is proposed in [24]. An attempt to achieve energy efficiency in delay sensitive applications is made in [26]. Raja et.al. tried to minimize the energy consumption by introducing Multicasting mechanism and unequal size clustering [27].

Energy efficient and reliable routing is achieved using neural networks in [28]. Adoptive sectoring mechanism is used to prolong the network lifetime and reliable routing in [29]. A data collection strategy based on software defined network for enhancing network lifetime is proposed in [30]. A hybrid model of tree and cluster based approach is adopted for addressing hotspot issues, traffic congestion and energy issues in [31].

Shahinaz M. Al-Tabbakh adopted a tree based heuristic aggregation mechanism to enhance the network lifetime, reduce the end-to-end delay [32]. A protocol for network lifetime improvisation is proposed in [33], it introduced a collection tree protocol to maintain dynamic routing table along with link state quality indicator. Considerable amount of energy will be spent in WSN for data aggregation, this problem is addressed by using compressed sensing in [34].
3 Clustering approach to identify envoy nodes

Assuming a set of SNs $S = (s_0, s_1, ..., s_n)$ have been deployed in an area where a set of phenomena are being monitored. Each node has to submit its data to the base station. ME is employed in the WSN region for minimizing energy consumption occurring due to multi hop communication and to minimize the network traffic. Duty of ME is to collect data from all SNs in $S$.

It minimizes multi hop communication and energy consumption, but it leads to increase in latency as ME needs to visit all nodes. Latency can be reduced by identifying a set of Envoy Nodes $SEN=(en_0, en_1, ..., en_n)$ such that the sensed data of all nodes in the deployment region can be collected by ME by visiting all Envoy Nodes in SEN. ME can collect data of nodes in the set by visiting only this Envoy Nodes instead of visiting each node individually. The goal is to minimize the number of Envoy Nodes as many as possible.

In this paper we propose Cluster mechanism to further reduce the number of Envoy Nodes.

3.1 Cluster head selection

It is well known Welzl’s algorithm [15]. Geographical region that has to be monitored by WSN is divided into virtual square grids of side equivalent to $2 \times T_r$. Partitioning process will be started from centre of the optimal disc given by Welzl’s algorithm.

Making use of the following equation, assuming $(d_0, d_1)$ as the distance from node $(s_0, s_1, ...)$ to centre $cen_i$ of each grid $G_i$ select a cluster head $ch_i$.

$$Ch_i = s_j \mid d_j \text{ is min } \{d_0, d_1\}$$ (1)

From (Eq.1) the node $s_j$ that is nearer to $cen_i$ will be $ch_i$ for the grid $G_i$.

Since length of each side of grid is $2 \times T_r$, locating CH nearby centre of the grid guarantees single hop communication with maximum number of nodes within the grid, also maximizes node coverage within the grid.

3.2 Cluster formation

After obtaining set of cluster heads $CLH=(ch_0, ch_1, ...)$, the nodes that are within one hop distance from a cluster head $ch_i$ are made to join the cluster $L_i$, as detailed below.

There is possibility that some cluster heads are closely located, it may lead to the situation that a cluster head becomes the cluster member of other cluster. In order to avoid such situation cluster heads have to be excluded from cluster formation process as mentioned in (Eq. 2).

$$S' = S - CLH$$ (2)

A node $s_j$ in $S'$ joins the cluster $CL_i$ if it belongs to the grid $G_i$ and within the transmission range of cluster head $ch_i$.

$$S_j \epsilon CL_i \forall s_j \epsilon G_i \text{ if dist}(s_j, ch_i)$$ (3)

CH collects information from fellow cluster members and aggregates, this aggregated information will be transmitted to ME. Each node in $CL_i$ submits it’s data to $ch_i$. It may so happen that a node is within the transmission range of more than one cluster head, in such case node will choose the cluster head which belongs to the same grid. A node can join only one cluster. As soon as node joins a cluster it will be excluded from further clustering process (step 10 of Algorithm 1).
As the CH receives and aggregates data of all its cluster nodes, the ME need not visit each and every node in the cluster. However after cluster formation some nodes may not join any of the clusters, there is a possibility that few nodes may not fall into any cluster because of the reason that they are not within the transmission range of any of the cluster heads.

3.3 Envoy node identification

ME has to collect the data generated by all nodes in S by visiting set of ENs. Final set of ENs to be visited by ME are identified as per the steps given below.

A node $s_j$ in S is either a cluster member or a CH or a left over node. If $s_j$ joins one of the clusters then it must belong to the set $CL_0$, $CL_1$... $U CL_m$ it’s data is represented by the cluster head $ch_i$ and $ch_i$ belongs to cluster head set CLH.

There could be few nodes which are not within the transmission range of any of the cluster heads. The edge or corner SNs which have not joined any of clusters form a set of left over nodes L are identified as per the equation given below:

$$L = S - \{CLH U \{CL_0 U CL_1...U CL_m\}\}$$  \hspace{1cm} (4)

In addition to the cluster heads, set of envoy nodes SEN must also include the leftover nodes for ME’s tour in order to ensure all nodes are visited.

$$SEN = CLH U$$  \hspace{1cm} (5)

ME can collect data from cluster members of $CL_i$ by visiting it’s cluster head $ch_i$ i.e.

ME covers all nodes in $L_i$ by visiting $ch_i$. This altogether diminishes the quantity of ENs to be visited by the ME prompting significant reduction in the TL. Data generated by cluster members will be collected by ME when it visits cluster head, it means each cluster head acts as Envoy Nodes of cluster members for ME. Apart from cluster heads ME has to visit each left over node. Cluster heads and leftover nodes become the Envoy Nodes for ME. An optimised path for ME’s tour covering all ENs in SEN is determined by using the best known TSP solver Lin-Kernighan [16].

Envoy Node Identification (ENI) algorithm is given below:

**Theorem 1.** Set of Envoy Nodes $SEN=\{en_0, en_1...en_k\}$ covers all nodes deployed in the network.

**Proof:** Let S be a set of all nodes in the network.

Suppose $s_j$ be a node in the network i.e $s_j \in S$

Case (i): $s_j$ is a cluster head. Since $s_j$ is a CH it will included in CLH, from (5) SEN covers all CHs, it implies $s_j$ is covered by SEN.

Case (ii): $s_j$ is a member of cluster $cl_i$ in the network. Since $s_j \in cl_i$, it is represented by its cluster head $ch_i$, and from (6) all cluster heads are covered by SEN, it implies that node $s_j$ is covered by SEN.

Case (iii): $s_j$ is a left over node in the network. Since $s_j$ is a left over node it must belong to L, from (5) SEN covers all nodes in L, it implies node $s_j$ is covered by SEN. Let $s_j$ does not belong to S. If $s_j \notin S$ it implies it does not belong to the network. Hence it need not be covered by SEN. From above it can be concluded that SEN covers all nodes in the network.

4 Halting location based path optimization

To further shorten the ME’s path, Halting Locations are identified wherever possible, for each Envoy Nodes in SEN. The HLI optimizes the path determined by ENI by employing the
Algorithm 1 Envey Node Identification - ENI

Input:
1: • Deployment Area WSN = s*s
2: • Set of sensor nodes S = \{s_0, s_1, ..., s_n, \} where s_i represents (x_i, y_i) the coordinate of sensor
3: • Set of cluster heads CHS ← \{ch_0, ch_1, ..., ch_m \}
4: • Transmission range T_r

Output:
5: • CLH - Set of Cluster heads
6: • SEN - Set of Envoy Nodes

Start:
7: (C,R) ← Welzl’s(n, SNS) ▷ Determine Center C and radius R of Welzl’s circle
8: CLH ← \{φ\}
9: Partition WSN Area into square grids G_i of side 2 * T_r with C as the Centre to the extent possible
10: Determine the grid center of each grid in GP where GP ← \{G_0, G_1, ..., G_m\}
11: for i = 0 to m do ▷ where m i the number of grids
12: Identify s_j closest to each G_i in Welzl’s circle
13: CLH ← CLH ∪ s_j
14: end for
15: S' ← CLH ∪ s_j
16: for j = 0 to n do
17: CL_i ← \{φ\}
18: for i = 0 to n do
19: if dist(s_i, ch_j) ≤ T_r then
20: CL_j ← CL_j ∪ s_i
21: end if
22: end for
23: S' ← S' − CL_j
24: end for
25: L ← CLH ∪ S'
26: SEN ← L, n - Kernighan(L)
HLIT technique introduced in this paper. TL of ME can be minimized by locating HLs along the tour given by TSP solver. Few ENs may have common intersection area or region, then ME can collect data by identifying a HL in the overlapping region. Set of Halting Locations \( SHL = \{hl_0, hl_1, ..., hl_k\} \) along ME’s tour that covers all Envoy Nodes in SEN are established by HLI using HLIT technique. Each \( hl_i \) covers one or more Envoy Nodes in SEN. For identifying the HLs, we developed HL Identification Technique (HLIT), it identifies an optimal HLs to substitute some of the ENs along ME’s path.

HLIT exploits the fact that the ENs can transmit their information to ME even if they are at a distance \( Tr \) from the ME. HLIT enables ME to collect the data from EN Based on this technique, the ME need not travel as far as possible up to an EN, rather it can visit a location which is at distance of \( Tr \) from the EN where \( Tr \) is the transmission range of EN . It can intuitively be observed that HL can represent more than one EN, by exploiting this, HLIT identifies optimal number of HLs covering all ENs.

\[
\sum_{j=1}^{j=k} |hl_j| = \sum_{i=1}^{i=m} |en_i| = |S| \tag{6}
\]

where:
- \( |hl_j| \) denotes number of SNs covered by Halting Location \( hl_j \).
- \( |en_i| \) denotes number of SNs covered by \( en_i \)
- \( |S| \) denotes total number of SNs.
- \( m \) and \( k \) represents total number of ENs and HLs respectively.

![Illustrative example of Halting Location Identification Technique](image)

Figure 1: Illustrative example of Halting Location Identification Technique. (a) Actual tour of ME (b) HLIT based OP for Criterion 1. (c) Optimized HLIT based OP for Criterion 2. (d) HLIT based OP for Criterion 3
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Figure 2: (a) Node Deployment (b) Tour given by TSP solver (c) Tour identified by HLI.

Fig.1. is an illustrative example of our approach. Our objective is to achieve (6) with optimal values of k and m for obtaining optimal TL of ME. Contingent upon the separations between the ENs, HLIT decides HL dependent on three criteria depicted underneath:

**Criterion 1:** Overlapped Unit disc regions of Envoy Nodes.

Let us consider a scenario where the node deployment and ME’s tour is as shown in Fig.1.(a). In Fig.1.(b) it can be observed that distance between \( EN_1 \), \( EN_2 \) is \(< 2T_r \) i.e. there is an overlap region between \( EN_1 \) and \( EN_2 \), any location within the overlap region will be at a distance less than \( T_r \) from both the ENs, hence ME will be able to collect the data from both the ENs by visiting any location within the overlap region.

HLIT determines a HL in the overlapping region of \( EN_1 \) and \( EN_2 \), such that the distances from HL and either of two points is \( \leq T_r \). HLIT modifies SHL as per the equation given below:

\[
SHL = SEN - \{en_{i+2},en_{i+1}\} \cup \{hl_{i+1} \text{ if } \exists en_{i+1}\} |dist(en_{i+2},en_{i+1}) \leq 2*T_r \tag{7}
\]

Halting Location \( hl_{i+1} \) in (7) is a location in the common intersection area nearest to ME’s path from which ME will be able to receive data from both \( en_{i+1}, en_{i+2} \). The ENs \( en_{i+1}, en_{i+2} \) are replaced by \( hl_{i+1} \) in SHL. Since ME covers both \( en_{i+1}, en_{i+2} \) by visiting \( hl_{i+1} \).

**Criterion 2:** \( en_{i+1} \) is at a distance \( \leq T_r \) from the path \( en_i \) to \( en_i + 2 \).

Let us consider other node deployment scenario as shown in Figure 1.(b). While ME is moving from its starting point to \( EN_2 \), the path is intersecting with the unit disc region of \( EN_1 \), that means distance from \( EN_1 \) to ME in the intersecting region is \( \leq T_r \), hence ME can collect data from \( EN_1 \) when it is moving along the path from starting point to \( EN_2 \). In this case neither ME has to visit the exact location of \( EN_1 \) nor there is a need of identifying HL for \( EN_1 \) since ME can collect the data while it is moving, hence HLIT modifies HLI based on this criterion as per (8).

\[
SHL = SEN - \{en_{i+1}\} |dist(en_i, en_{i+1}, en_{i+2}) \leq T_r \tag{8}
\]

In Figure 1.(d) \( EN_1 \) is at a distance \( \leq T_r \) from the path defined from starting point to \( EN_2 \), hence so ME can receive data from \( EN_1 \) when it is moving along the path from starting point to \( EN_2 \). In this case neither ME has to visit the exact location of \( EN_1 \) nor there is a need of identifying HL for \( EN_1 \) since ME can collect the data while it is moving, hence HLIT modifies HLI based on this criterion as per (8).

**Criterion 3:** \( en_{i+1} \) is at a distance \( > T_r \) from the path \( en_i \) to \( en_i + 2 \).

Let us assume the node deployment scenario as per Fig.1.(e). In this case ENs neither have overlap region nor it is covered by ME’s path as discussed in Criterion 2, then a HL within the unit disc region of EN has to be identified for covering each EN. Following equation determines HL for this scenario:
Algorithm 2 Envey Node Identification - ENI

**Input:**
1: • Set of Envoy Nodes SEN = \{ en_1, en_2, ... en_n \}
   • Transmission range \( T_r \)

**Output:**
2: • Set of Halting Locations

**Start:**
3: \( q = 0 \)
4: **for** \( i = 0 \) to \( n - 2 \) **do**
5: \( k \leftarrow i + 1 \)
6: **if** \( \text{en}_i \) and \( \text{en}_{i+1} \) have common intersection area **then**
7:   **while** envoy nodes \( \text{en}_i,... \text{en}_k \) have common intersection area **do**
8:     \( k \leftarrow k + 1 \)
9:   **end while**
10:   Find envoy nodes \( hl_q \) within the common intersection area of \( \{ \text{en}_i...\text{en}_{k-1} \} \) which is nearer to path from \( \text{en}_i \) to \( \text{en}_k \)
11:   SEN \( \leftarrow \) SEN - \( \{ \text{en}_i,... \text{en}_{k-1} \} \) \( \cup \) \( hl_q \)
12: **else if** \( T_r \) then
13:   **while** the path from \( \text{en}_i \) to \( \text{en}_{k+1} \) covers set of Envoy Nodes \( \{ \text{en}_i+1...\text{en}_k \} \) **do**
14:     \( k \leftarrow k + 1 \)
15:   **end while**
16:   SEN \( \leftarrow \) SEN - \( \{ \text{en}_i+1...\text{en}_{k-1} \} \)
17: **else**
18:   \( hl_q \leftarrow \) point-to-point \( \text{en}_i+1, en_i+2... T_r \)
19:   SEN \( \leftarrow \) SEN - \( \text{en}_{i+1} \cup hl_{i+1} \)
20: **end if**
21: \( q \leftarrow q + 1 \)
22: **end for**
23: SHL \( \leftarrow \) Lin - Kernighan(SEN)

Algorithm 3 Point_at_dist \( (P_1, P_2, T_r) \)

**Input:**
1: • Two points \( P_1 \) and \( P_2 \) | \( P_i \leftarrow (x_i, y_i) \)
   • Transmission range \( T_r \)

**Output:**
2: • Point \( P \) ar a distance \( T_r \) from \( P_1 \) along the line \( (P_1, P_2) \)

**Start:**
3: \( d = \text{dist} (P_1, P_2) \)
4: \( x = x_1 + (x_2 - x_1) \times (T_r / d) \)
5: \( y = y_1 + (y_2 - y_1) \times (T_r / d) \)
6: \( P = (x, y) \)
Perpendicular distance is the minimum distance from a point to the line, inspired by this as per (10) perpendicular distance from \( e_n_{i+1} \) to the path from \( e_n_i \) to \( e_n_{i+2} \) will be calculated, if it is more than the transmission range then HLIT determines an HL \( hl_{i+1} \) at a distance \( T_r \) from \( e_n_{i+1} \) along the direction perpendicular to path from \( e_n_i \) to \( e_n_{i+2} \).

Figure 1(f) is an illustrative example of this approach, While ME is moving from its starting point, perpendicular distance from \( EN_1 \) to the path from starting point to \( EN_2 \) is more than the transmission range, hence HLI based on HLIT identifies a halting location \( HL_1 \) as shown in Figure 1(e).

Fig.2 shows the impact of our approach on TL, for the node deployment given in Figure 2.(a) ME’s tour is identified by a TSP solver, Figure 2(b) represents ME’s tour.

Finally after applying HLI the tour of ME will be as shown in Figure 2(c). Algorithm 3 represents HLIT based HLI algorithm to identify HLLs.

**Lemma 2.** If unit disc regions of each Envoy Nodes in \( SEN = \{ e_n_i, e_n_{i+1}, ..., e_n_1 \} \) with transmission range \( T_r \) have common intersection area then Halting Location \( hl_p \) located in the intersection area covers all the Envoy Nodes in \( SEN \).

**Proof:** Since \( hl_p \) is in common intersection area, distance from \( hl_p \) to any Envoy Nodes in \( SEN \) is less than or equal to \( T_r \). Therefore \( hl_p \) covers all the ENs in \( SEN \) and hence Envoy Nodes in \( SEN \) can be replaced by \( hl_p \) in \( SEN \). \( \square \)

**Lemma 3.** The path from \( e_n_i \) to \( e_n_{i+2} \) covers Envoy Nodes \( e_n_{i+1} \) if the distance from Envoy Nodes to the path is less than or equal to transmission range \( T_r \).

**Proof:** From (7) if distance from a Envoy Nodes \( e_n_{i+1} \) to the path from \( e_n_i \) to \( e_n_{i+2} \) is less than or equal to \( T_r \) mobile element can collect data from the \( e_n_{i+1} \) in its journey. Therefore path from \( e_n_i \) to \( e_n_{i+2} \) covers \( e_n_{i+1} \) and hence \( e_n_{i+1} \) can be eliminated from \( SEN \). \( \square \)

**Lemma 4.** Envoy Node \( e_n_{i+1} \) is covered by Halting Location \( hl_p \) if it is neither having common intersection area with any other Envoy Nodes nor it is covered by the path from \( e_n_i \) to \( e_n_{i+2} \).

**Proof:** From (10) HLI establishes a Halting Location \( hl_p \) at a distance of \( T_r \) from \( e_n_{i+1} \) in a direction perpendicular to the path from \( e_n_i \) to \( e_n_{i+2} \) if \( e_n_{i+1} \) is neither having common intersection area with any other Envoy Nodes nor it is covered by the path from \( e_n_i \) to \( e_n_{i+2} \). Distance from \( hl_p \) to \( e_n_{i+1} \) is equal to \( T_r \). Therefore \( hl_p \) covers \( e_n_{i+1} \). \( \square \)

**Theorem 5.** Set of Halting Locations \( SHL = \{ hl_0, hl_1, ..., hl_m \} \) covers all the nodes in \( S = \{ s_0, s_1, ..., s_n \} \) deployed across the network.

**Proof:** Let us assume that \( e_n_i \) be a Envoy Node in \( SEN \).

Case (i): Unit disc region of \( e_n_i \) with transmission range \( T_r \) as radius has common intersection area with a set of Envoy Nodes \( SEN \).

From Lemma 1 Halting Location \( hl_p \) established by HLI covers all ENs in \( SEN \). It implies \( SEN \) covers \( e_n_i \).

Case (ii): Distance from \( e_n_i \) to a point on the path from \( e_n_i \) to \( e_n_i+1 \) is less than \( T_r \). From Lemma 2 path from \( e_n_{i-1} \) to \( e_n_{i+1} \) covers \( e_n_i \). It implies \( SEN \) covers \( e_n_i \).

Case (iii): \( e_n_i \) is any EN in \( SEN \), other than the one stated in case i and case ii.

From Lemma 3 HLI establishes a Halting Location \( hl_p \) within transmission range of \( e_n_i \). It implies \( SEN \) covers \( e_n_i \). In case (i), (ii) and (iii) it has proven that \( SHL \) covers all ENs in \( SEN \) and from theorem 1 \( SEN \) covers all nodes in \( S \), hence it can be concluded that \( SHL \) covers all nodes in \( S \). \( \square \)

**Lemma 6.** Number of elements in \( SHL \) is less than or equal to the number elements in \( SEN \).
Proof: Let $m$ be the total number of Envoy Nodes in SEN.
Let SEN represents a set of Envoy Nodes having common intersection area and $k$ be the total number of Envoy Nodes in SEN.

From Lemma 1 Halting Location $hL_p$ established by HLI covers all ENs in SEN, so ENs in SEN can be replaced by in SHL, total number of elements in SEN are $m - k$. If $k = 0$ total number of elements in SHL are $m$.

Therefore it can be concluded that, number of elements in SHL is less than or equal to the number elements in SEN.

Theorem 7. TL of SHL is less than the TL of SEN.

Proof: Let us assume $t$ be the TL to cover all the ENs in SEN.

Case (i): Let us assume that few of ENs in SEN have common intersection area.

From Lemma 1 Halting Locations in SHL established by HLI covers all ENs in SEN.

Let us assume $t_1$ be the TL to cover all the HLs in SHL. Number of HLs in SHL is lesser than the number of ENs, hence $t_1 < t$. It implies TL of SHL is less than tour length of SEN. Reduced TL contributes to minimize the travel time of ME.

Case (ii): Let $k$ number of ENs are not having common intersection area with any of the ENs in SEN. From Lemma 3 HLI establishes Halting Location $hL_p$ at a distance equal to $T_r$, the resultant TL will be less than or equal to $t - k \times T_r$, it implies TL of SHL is less than the TL of SEN.

5 Simulations and performance analysis

Simulations are carried out to examine the efficiency of proposed algorithms in terms of identifying ENs, minimizing TL and travel time of ME, minimizing latency and energy consumption by varying number of nodes, transmission ranges. This section details about the simulation model and analysis on efficiency of proposed approach.

5.1 Simulation model

WSN deployment area of size $500 \times 500m^2$ have considered for implementing and evaluating the performance of the proposed algorithms ENI and HLI.

Homogeneous WSN environment is adopted, where all SNs nodes are equipped with equal transmission range. In order to evaluate the performance of ENI and HLI for higher node density, number of SNs in deployment region varied from 1000 to 5000. So as to examine the impact of transmission range $T_r$ on the performance of proposed approaches, $T_r$ is varied in steps of 20, 30 and 40 m.

Identification of ENs and HLs have been carried out by ENI and HLI respectively. It is assumed that ME requires halting time $H_T$ to collect data from ENs. In the simulations value of $H_T$ is considered as 2 sec.

For calculating the energy consumption in the network values of two terms $E_{elec}$ and $\varepsilon_{amp}$ are taken as 50nJ /bit and 100pJ / bit/ m2, where $E_{elec}$ is the amount of energy spent for running the electric circuitry, and $\varepsilon_{amp}$ is the amount of energy spent for amplification [17], $E_Tx$, $E_rx$ represents transmission and receiving energies respectively.

TSP solver Lin-Kernighan algorithm is employed for defining ME’s optimal tour to cover given set of ENs or HLs. It is assumed that ME moves with a uniform velocity of 10m/sec. Results represented in each graph is mean of 50 simulations.
A Cluster-based Approach for Minimizing Energy Consumption by Reducing Travel Time of Mobile Element in WSN

Table 1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field size</td>
<td>500×500m²</td>
</tr>
<tr>
<td>Node deployment</td>
<td>1000 - 5000</td>
</tr>
<tr>
<td>Transmission range Tr</td>
<td>20m, 30m, 40m</td>
</tr>
<tr>
<td>Speed of ME</td>
<td>10 m/sec</td>
</tr>
<tr>
<td>Halting time HT</td>
<td>2 sec</td>
</tr>
<tr>
<td>( \varepsilon_{\text{amp}} )</td>
<td>100 pJ/bit/m²</td>
</tr>
</tbody>
</table>

5.2 Optimizing halting locations

In order to test the performance of ENI in terms of number of locations to be visited by ME, a new term Ratio of Halting Locations to the Total number of Nodes deployed (RHLTN) is introduced. RHLTN is calculated as follows:

\[
RHLTN = 100 \times \frac{\text{Number of Halting Locations}}{\text{Total Number of Nodes Deployed}}
\]  

(9)

Value of RHLTN is inversely proportional to the efficiency of an algorithm, low value of RHLTN indicates that ME can collect the data of all SNs by visiting very few locations, it means algorithm efficiency is high. We have calculated the RHLTN value of HLI and CSS for different transmission ranges (20, 30 and 40) and total number of nodes varying from 1000 to 5000. The graph is plotted by taking number of nodes on X-axis and RHLTN value on Y-axis. In graphs \( HLI_{20}, HLI_{30} \) and \( HLI_{40} \) indicates the RHLTN values of HLI for transmission ranges 20, 30 and 40 respectively. From the graphs it can be predicted that, irrespective of transmission ranges HLI outperforms CSS.

When total number of nodes is 5000, RHLTN value of HLI is 20. It means ME needs to visit only 20 percent of the nodes in order to complete its tour for collecting the data, whereas for CSS it has to visit 45-50 percent. This phenomenon will have adverse effect on Travel time of ME and energy consumption in the network.

Figure 3: Ratio of Halting Locations to the Total number of Nodes.
Minimizing travel time

TL refers to the total distance that has to be covered by ME for visiting a set of EN or HLs. TL of ME depends on number of ENs or HLs to be visited. Increase in number of ENs result in increased TL of ME. The TL has an immediate impact on the latency engaged with overhauling a query or a demand from a given SN. On the off chance that the SNs can present their detected data to the sink in the most limited conceivable time, SNs have the opportunity to release their resources to save energy or to use them ideally for different purposes. In order to obtain the OP covering set of ENs identified by ENI a TSP solver Lin-Kernighan algorithm [16] is employed.

After obtaining the order of nodes to be visited, HLI establishes HLs using HLIT technique for minimizing the TL. A HL represents one or more ENs. As ME has to visit all ENs so as to gather data, the travelling time of ME depends on number of ENs to be visited, speed of it and time taken for transferring data (halting time of ME) from EN to ME.

Assuming \( d_{i,i+1} \) is the distance between Halting Locations \( HL_i \) and \( HL_{i+1} \); \( v_{i,i+1} \) is the speed of ME while moving from \( HL_i \) to \( HL_{i+1} \); and \( HT_i \) is the halting time of ME at \( HL_i \), the amount of time \( T \) required by ME to collect data from all Envoy Nodes is calculated as follows:

\[
T = \sum_{i=1}^{n} \frac{d_{i,i+1}}{v_{i,i+1}} + HT_i \quad (10)
\]

If ME is moving with uniform speed \( v \) with a constant halting time \( HT \) then (11) becomes

\[
T = \sum_{i=1}^{n} \frac{d_{i,i+1}}{v} + n \times HT \quad (11)
\]

In our simulations total travelling time of ME is calculated as per (12). It is assumed that ME is moving with a constant speed of 10 m/sec and halting time at each EN is 2 sec. As ME’s speed and halting time are fixed travelling time depends on number of HLs to be visited. Graphs are plotted between total number of nodes deployed and travelling time as shown in the figure, in order to study the efficiency of HLI in terms of travelling time of ME. With the help of simulations it is proven that criterions considered in HLIT resulted in reduced travel time of ME.

From the graph it can be concluded that latency of the network can be reduced considerably with HLI. Travelling time of ME is very low for different transmission ranges. From the graph it can be observed that, in order to collect the data from 5000 nodes ME takes around 50 minutes. Simulation results prove that HLI is more suitable for applications in which data is time critical i.e. data has to reach the base station with in the stipulated time interval otherwise the data becomes obsolete. It can be concluded that HLIT technique adopted for identifying HLs in HLI has shown its impact in reducing the travel time of ME considerably irrespective of transmission ranges and number of nodes deployed. ENI and HLI offer better QOS compared to COM and CSS in terms of travel time and energy consumption.

5.3 Minimizing energy consumption

Every SN is equipped with finite amount of energy, this energy will be utilized for monitoring the targeted area, transmission and receiving of messages etc. For calculating energy consumption in the network the following equation is borrowed from [18].

\[
E_{Tx} = E_{elec} \times k + \varepsilon_{amp} \times k \times d^2 \quad (12)
\]
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\[ E_{Rx} = E_{elec} \times k \]  
(13)

\[ E_{Total} = E_{Tx} + E_{Rx} \]  
(14)

Where (13) gives the energy consumption occurred \( E_{Tx} \) for transmitting \( k \) number of bits over a distance \( d \). Energy consumption for receiving \( k \) number of bits \( E_{Rx} \) is given by (14). Total energy consumption \( E_{Total} \) is given by (15).

In the literature it is observed that energy consumption for transmission and receiving of messages is taken into account but energy consumption for holding the data, till the data is transferred to ME is not taken into consideration. We have tried to identify the energy consumption at each ENs for transferring the data to ME. It is assumed that Amount of time taken by ME to reach halting location \( i \) from halting location \( 1 \) is Holding time \( T_{iHold} \) is the amount of time the Envoy Nodes \( i \) has to hold the data.

From (11) \( T_{iHold} \) can be calculated as follows:

\[ T_{iHold} = \sum_{i=1}^{n} \sum_{i=1}^{n} \frac{d_{i,i+1}}{v} + i \times HT \]  
(15)

Here \( T_{iHold} \) is the time taken by ME to reach HL \( hl_i \) since from the starting point of it’s tour, \( i \) represents the index of HL in SHL, \( d_{j,j-1} \) is the distance from \( hl_j \) to \( hl_{j-1} \). \( v \) is the speed of ME. By taking holding time into consideration (13) is modified as follows:

\[ E_i = 0.1 \times E_{elec} \times k \times T_{iHold} + \epsilon_{amp} \times k \times d_i^2 \]  
(16)

Total energy consumption in the network is calculated as follow:

\[ E_{Total} = \sum_{k=1}^{k=n} E_k \]  
(17)

Through the simulations we have tried to investigate the energy consumption of the network after applying HLI and compared it with CSS. For all the transmission ranges irrespective of
total number of nodes in the network, HLI is outperforming CSS. In the above graph, initially there is not much difference in the energy consumption whether it is HLI or CSS, but when total number of nodes is 5000, there is huge difference.

We tried to diagnose the reason for this phenomenon, it is observed that travel time of ME is influencing the energy consumption in the network, in order to substantiate this conclusion we have analyzed (17), in (17) all parameters are constants except $T_{ihold}$.

Hence energy consumption of a node $E_{ik} \propto T_{ihold}$.

Increased travel time of ME results in high energy consumption in a node which shortens the network lifetime. In order to investigate the impact of waiting time on energy consumption of a node, we have introduced a term Ratio of Idle time Energy consumption to the Total Energy consumption (%):

$$RIETE = 100 \times \frac{\text{Idle time Energy consumption}}{\text{Total Energy consumption}}$$ (18)

From the above equation RIETE $\propto$ Idle time Energy it indicates that higher Idle time Energy consumption leads to the higher value of RIETE. The algorithm with lower RIETE value is more efficient.

From the graph it is observed that more than the 60% of the energy is spent by a node due to Idle time.

From the graphs it is clear that $T_{ihold}$ is the key factor influencing the energy consumption. Even for higher node densities energy consumption is low with HLI, the reason for this is $T_{ihold}$ for HLI is low when compared to CSS.

6 Conclusion

ENI diminishes the TL of ME by limiting the ENs to be covered by ME. The TL so acquired by ENI is additionally abbreviated by deciding an ideal number of Halting Locations to supplant a portion of the ENs by utilizing the HLIT. Simulations have demonstrated that ENI beats COM by a significant separation for all estimations of $T_r$ and node density. The HLI significantly
A Cluster-based Approach for Minimizing Energy Consumption
by Reducing Travel Time of Mobile Element in WSN

Figure 6: Ratio of Idle time Energy consumption to the Total Energy consumption
decreases TL contrasted with best known algorithm, CSS. ENI, HLI offers desirable QOS in
terms of latency and resource utilization.
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Abstract: Decision-making processes in different organizations often have a hierarchical and multilevel structure with various criteria and sub-criteria. The application of hierarchical decision-making has been increased in recent years in many different areas. Researchers have used different hierarchical decision-making methods through mathematical modeling. The best-worst method (BWM) is a multi-criteria evaluation methodology based on pairwise comparisons. In this paper, we introduce a new hierarchical BWM (HBWM) which consists of seven steps. In this new approach, the weights of the criteria and sub-criteria are obtained by using a novel integrated mathematical model. To analyze the proposed model, two numerical examples are provided. To show the performance of the introduced approach, a comparison is also made between the results of the HBWM and BWM methodologies. The analysis demonstrates that HBWM can effectively determine the weights of criteria and sub-criteria through an integrated model.

Keywords: decision model, MCDM, best-worst method, hierarchical decision-making, pairwise comparison.
1 Introduction

Often in most decision-making cases, a number of alternatives are ranked and selected according to different criteria; but it’s not always a simple task. In various issues of today’s complex world, which require correct and timely decisions, we often deal with a hierarchical and multilevel structure with various criteria and sub-criteria, which should be considered in decision making according to their significance [4]. Multi-criteria decision-making (MCDM) approach helps to select appropriate alternatives through mathematical and computational techniques [35]. The need for this category of multi-criteria decisions is felt to solve today management problems [13, 21]. Recently, some researchers have developed MCDM methods. Jiang and Huang [12] introduced a new fuzzy MCDM approach to evaluate the performance of green supply chain management. Xu et al. [41] developed the TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution) using Neutrosophic Approach. Also, Ren et al. [24] developed TODIM (an acronym in Portuguese for Interative MCDM) Method for MADM Problem in Fuzzy Environment.

From a scientific perspective, there are two basic elements to support the hierarchical decision-making process: 1) How to create a hierarchical decision-making model to describe the decision-making process; and 2) Finding the optimal method for calculating the weights of criteria and choosing the alternatives [16]. Various techniques of MCDM have been widely used in the last few years to find solutions for many real-world problems [11]. Interested readers are referred to some review articles that presented and analyzed different MCDM approaches in different fields of real-world decision problems [11, 16]. In 2015, the best-worst method (BWM) was introduced as a new MCDM method. The best and the worst criteria mean the most and the least significant criteria, respectively. After making the comparisons, a Min-Max mathematical programming model was formulated to determine the optimal weights of the criteria. It was also found that the BWM was better than the analytical hierarchy process method because it requires less data, and it’s easier to use [26].

In this paper, given the importance of hierarchical decision making, we present an MCDM method based on BWM. In this novel method, an integrated mathematical model is used to calculate weights of criteria and sub-criteria simultaneously. In the original BWM, if we have \( j \) criteria and \( k \) sub-criteria, we must solve the BWM model \((j + 1)\) times in order to obtain the weights of the criteria and sub-criteria, but in the HBWM, we will obtain the weights of the criteria and sub-criteria in an integrated model based on BWM with running the model once. The HBWM also provides a global weight for each sub-criterion. In addition, the proposed method allows the calculation of the compatibility rate of criteria and sub-criteria for pairwise comparisons.

The remainder of the paper is organized as follows. We describe the hierarchical decisions, development and application of the BWM in Section 2. In Section 3, we present the proposed HBWM methodology along with its steps, integrated mathematical model, variables, and parameters. In Section 4, two numerical examples are provided and the results of the HBWM model are compared with the original BWM model. Finally, we discuss the results and present suggestions for future research in the conclusion section.

2 Literature review

2.1 Hierarchical decision-making

AHP was introduced by [29, 30]. It is a decision-making support tool that can be used to solve complex decision problems. It uses a multi-level hierarchical structure of goals, criteria,
sub-criteria, and alternatives [38]. The analytic network process (ANP) is known as one of the AHP developments, and it structures a decision problem as a network [31]. Many researchers have used these methods to obtain optimal weights of decision-making sub-criteria [5, 23, 36]. In addition, other well-known methods in the MCDM field, such as TOPSIS, VIKOR (in Serbian: VIĹekriterijumska optimizacija i Kompromisno ReĹĄenje) and ELECTRE (in French: ELimin-ination Et Choix Traduisant la REalité) methods have also been developed in a multilevel and hierarchical environment [3, 15, 43]. These methods made changes in the original method to obtain the optimum weights of the criteria and sub-criteria and to rank the alternatives. However, in recent years, some researchers have successfully developed new methods for multi-criteria decision-making. For example, Rezaei [26] developed a new MCDM method, which had less computation and pairwise comparisons are more consistency than the AHP method, and it was also used in the hierarchical environment [8].

2.2 Developments and applications of BWM

The best-worst methodology was introduced as an efficient MCDM method based on pairwise comparisons. In this method, the best (the most favorable) and the worst (the least favorable) criteria are chosen by decision makers without performing pairwise comparison and the rest of the criteria are compared with them in a pairwise manner, then a max-min problem is formulated and solved to obtain the optimum weight of the criteria [26]. Many researchers have used this method to obtain the optimal weights of decision-making criteria and ranking the alternatives in various real-world decision problems such as supplier selection [2, 8, 28], calculating the efficiency [9, 33], sustainability study [25, 40] performance evaluation [42, 44, 45], web service selection [34] and power source evaluation [39]. Meanwhile, other researchers developed the BWM and added new capabilities to its basic model. Rezaei [27] added new features to the model; he introduced a linear mathematical programming model that yielded a unique solution.

Mou et al. [20] presented a new BWM-based group decision-making model in uncertain conditions and used it to solve health management problems. Guo et al. [6] presented the BWM model in a fuzzy environment using a nonlinear mathematical model, and used real-world case studies to describe the model. Hafezalkotob & Hafezalkotob [10] discussed and evaluated the fuzzy BWM model in group decision-making that used two linear programming models. In their approach, the final decision was made based on composition of decisions of senior decision-makers and experts. Also, Aboutorab et al. [1] presented the Z-number version of the BWM under the condition of uncertain input data and solved the supplier selection problem in the form of a case study by using the mentioned methodology. Safarzadeh et al. [32] used a new BWM model with two new mathematical models in group decision-making and evaluated the new model using numerical examples and the real-world case studies. Tabatabaei et al. [37] developed the BWM model in the form of group decision making. This method is applicable when a decision-group, including a manager and several experts, is required to evaluate several options or criteria.

Pamucar et al. [22] proposed a new integrated model based on the interval rough numbers (IRN), BWM, Weighted Aggregates Sum Product Assessment (WASPAS) and Multi-Attributive Border Approximation area Comparison (MABAC) to evaluate third-party logistics (3PL) providers. In another study, the fuzzy BWM was used as a MCDM methodology to prepare the strategy of a manufacturing company in Iran. The proposed method provided a new approach to determine weight vector from matrices of the fuzzy pairwise comparisons. For this purpose, a nonlinear optimization model was developed [14]. A group hierarchical decision-making algorithm was introduced by Maghsoodi et al. [17] based on the principles of Axiomatic design and the BWM in a fuzzy environment, then a case study about selecting the conceptual design of a speaker prototype was examined using the proposed method.
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Table 1: Notations and their descriptions

<table>
<thead>
<tr>
<th>Type</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sets</td>
<td>$j \in C = {1, 2, ..., n}$</td>
<td>Criterion</td>
</tr>
<tr>
<td>Sets</td>
<td>$k \in C_k = {1, 2, ..., m}$</td>
<td>Sub-criterion</td>
</tr>
<tr>
<td>Parameters</td>
<td>$a_{Bj}$</td>
<td>Priority of the best criterion over $j$-th criterion</td>
</tr>
<tr>
<td>Parameters</td>
<td>$a_{jW}$</td>
<td>Priority of $j$-th criterion over the worst criterion</td>
</tr>
<tr>
<td>Parameters</td>
<td>$a_{jk}$</td>
<td>Priority of the best sub-criterion over $k$-th sub-criterion for $j$-th criterion</td>
</tr>
<tr>
<td>Parameters</td>
<td>$a_{kW}$</td>
<td>Priority of $k$-th sub-criterion over the worst sub-criterion for $j$-th criterion</td>
</tr>
<tr>
<td>Variables</td>
<td>$w_B$</td>
<td>Weight of the best criterion</td>
</tr>
<tr>
<td>Variables</td>
<td>$w_j$</td>
<td>Weight of $j$-th criterion</td>
</tr>
<tr>
<td>Variables</td>
<td>$w_W$</td>
<td>Weight of the worst criterion</td>
</tr>
<tr>
<td>Variables</td>
<td>$w_{Bj}$</td>
<td>Weight of the best sub-criterion for $j$-th criterion</td>
</tr>
<tr>
<td>Variables</td>
<td>$w_{jk}$</td>
<td>Weight of $k$-th sub-criterion for $j$-th criterion</td>
</tr>
<tr>
<td>Variables</td>
<td>$w_{kW}$</td>
<td>Weight of worst sub-criterion for $j$-th criterion</td>
</tr>
<tr>
<td>Variables</td>
<td>$Gw_{jk}$</td>
<td>Global weight of $k$-th sub-criterion for $j$-th criterion</td>
</tr>
</tbody>
</table>

In this paper, considering the basic model of the BWM and its details, and considering the need for decision making in the hierarchical and multilevel conditions, we introduce a multi-criteria hierarchical best-worth method (HBWM) with an integrated non-linear mathematical model. In the next section, details of the HBWM are described. In order to evaluate the new model, two numerical examples, which previously solved by a simple BWM model in hierarchical conditions and by involvement of sub criteria, will be examined by the new model and the results will be compared. The advantages of the new HBWM model are as follows:

- Reducing the number of repetitions of basic BWM model for hierarchical decisions from $(j + 1)$ to one, where $j$ represents the number of criteria.
- Calculating the weights of criteria, sub-criteria as well as the global weight in an integrated mathematical model.
- Possibility to calculate the consistency rate for comparisons performed for criteria and sub-criteria only by solving the model once.

3 The HBWM

In decision-making, determining some sub-criteria along with main criteria is essential for assessment of alternatives. It can be helpful to provide a model that has the ability to involve sub-criteria in decision-making and requires less data and information to make decisions while preserving the benefits of previous approaches. The model developed in this study which is based on the BWM for hierarchical decision making, can be used as an efficient tool by researchers and managers in various organizations. The proposed model allows the calculation of consistency rate of the decisions made based on pairwise comparisons performed for criteria and sub-criteria.

3.1 Proposed model

In the proposed model, a "global weight" is calculated by combining the weights of all sub-criteria of the decision-making problem. The notations and their descriptions are presented in Table 1.

The procedure of the HBWM are as follows:

Step 1. Identifying the decision criteria and sub-criteria: In this step, the decision criteria and sub-criteria are defined as $\{c_1, c_2, ..., c_n\}$ and $\{c_{1k}, c_{2k}, ..., c_{nk}\}$ respectively.
Step 2. Identifying the best (most important, most desirable) and the worst (least important, least desirable) criteria and sub-criteria: the best and the worst criteria and sub-criteria are selected. No comparison will be made at this step.

Step 3. At this step, the priority of the best criterion over each of other criteria is determined as a number between 1 and 9, which is expressed as $A_B = (a_{B1}, a_{B2}, ..., a_{Bn})$ where $a_{Bi}$ is the priority of the best criterion over $j$-th criterion and $a_{BB} = 1$, Eq. (2).

Step 4. At this step, the priority of each criterion over the worst criterion is determined as a number between 1 and 9, which is expressed as $A_W = (a_{1W}, a_{2W}, ..., a_{nW})$, where $a_{jW}$ is the priority of the $j$-th criterion over the worst criterion and $a_{WW} = 1$, Eq. (3).

Step 5. At this step, the priority of the best sub-criterion over each of other sub-criteria is determined as a number between 1 and 9, which is expressed as $A_B = (a_{jB1}, a_{jB2}, ..., a_{jBk})$, where $a_{ijk}$ is the priority of the best sub-criterion over $k$-th sub-criterion in $j$-th criterion and $a_{BjB} = 1$, Eq. (4).

Step 6. At this step, the priority of each sub-criterion over the worst sub-criterion is determined for each criterion as a number between 1 and 9, which is expressed as $A_B = (a_{j1W}, a_{j2W}, ..., a_{jKW})$, where $a_{jkw}$ is the priority of $k$-th sub-criterion over the worst sub-criterion for $j$-th criterion and $a_{jWW} = 1$, Eq. (5).

Step 7. Calculating the weights of the criteria ($w_1^*, w_2^*, ..., w_n^*$) and sub-criteria ($w_{1}^j, w_{2}^j, ..., w_{k}^j$).

Eq.(1) is the objective function of the model and yields the minimum deviations of the comparisons made for the criteria and sub-criteria.

Eq.(6) calculates the global weights of the sub-criteria.

Eq.(7) shows that sum of the criteria weights must be equal to 1 and the weight of each criterion must be non-negative.

Eq.(8) shows that sum of the weights of sub-criteria of the $j$-th criteria must be equal to 1 and the weight of each sub-criterion must be non-negative.

We can write the model of HBWM as follows, Eqs. (1) to (8):

$$\text{Min } \xi^L + \sum_j \xi^L_j$$

$$|w_B - a Bj w_j| \leq \xi^L_j, \forall j$$

$$|w_j - a jW wW| \leq \xi^L_j, \forall j$$

$$|w_{j}^j - a_{jBk} w_{j}^j| \leq \xi^L_j, \forall j \& \forall k$$

$$|w_{j}^j - a_{jkw} w_{j}^j| \leq \xi^L_j, \forall j \& \forall k$$

$$Gw_{k}^j = w_{j}^j w_{k}^j, \forall k$$

$$\sum_j w_j = 1, w_j \geq 0$$

$$\sum_k w_{j}^j = 1, w_{j}^j \geq 0$$

The HBWM includes seven steps, as shown in Fig. 1.
3.2 Calculating the consistency rate

Given that in the HBWM $\xi^L$ of comparisons performed for the criteria and $\xi^L_j$ of comparisons performed for the sub-criteria of each criterion are determined separately by the model, and the results are calculated in a similar way to the basic BWM, the consistency index provided for the basic BWM can be used to calculate the consistency rate of the comparisons performed for the criteria and sub-criteria. The consistency rate in the BWM is obtained with respect to the value of the priority of the best criterion over the worst criterion and the priority of the best sub-criterion over the worst sub-criterion of $j$-th criterion. Its values are shown in Table 2 [26].

<table>
<thead>
<tr>
<th>$a_{BW}$, $a_{BW}^j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consistency Index ($\xi$)</td>
<td>0.00</td>
<td>0.44</td>
<td>1.00</td>
<td>1.63</td>
<td>2.30</td>
<td>3.00</td>
<td>3.73</td>
<td>4.47</td>
<td>5.23</td>
</tr>
</tbody>
</table>

Given the minimum deviations of the comparisons performed for the criteria ($\xi^*$) and the sub-criteria of each criterion ($\xi^*_j$) which are calculated through the BWM, and the inconsistency rate provided in Table 2, we can calculate the consistency rate for the criteria and sub-criteria of each criterion using Eqs. (9) and (10).

$$\text{Consistency rate} = \frac{\xi^*}{\text{Consistency index}} \quad (9)$$

$$\text{Consistency rate} = \frac{\xi^*_j}{\text{Consistency index}} \quad (10)$$

4 Numerical examples

Several authors have tried in their papers to measure the weights of criteria and sub-criteria in decision making using the BWM. We can show that it is possible to calculate the weights of criteria and sub-criteria in a single integrated hierarchical decision making model and achieve the same results as the best-worst method. For this purpose, we use the criteria and sub-criteria and the questionnaire data provided in two previously done studies and compare the results of the basic model and the proposed HBWM.
4.1 Example 1

In reference [7] Gupta and Barua, a study was conducted to identify important factors of technological innovations in the field of MSME (Micro-Small and Medium Enterprises) in India. The authors used the research literature and experts’ judgments to identify the factors of technological innovation. They calculated the optimum weights of the criteria and sub-criteria using the basic model of the BWM.

In the first numerical example, the criteria and sub-criteria and their study information are examined using the new model (HBWM) and the new model is evaluated by comparing the results. Evaluation criteria are shown in Figure 2.

![Figure 2: Main criteria and sub-criteria for Example 1](image_url)

In Example 1, criteria and sub-criteria and questionnaire data provided in the study of Gupta and Barua [7] have been used. In their paper, they tried to identify significant factors of technological innovation. Table 3 represents BWM questionnaire data obtained by them and the pairwise comparisons of criteria and sub-criteria including best-to-others(BO) and others-to-worst(OW).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>BO</th>
<th>OW</th>
<th>Sub-criteria</th>
<th>BO</th>
<th>OW</th>
<th>Sub-criteria</th>
<th>BO</th>
<th>OW</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>2</td>
<td>4</td>
<td>$C_{11}$</td>
<td>8</td>
<td>1</td>
<td>$C_{21}$</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>$C_2$</td>
<td>5</td>
<td>1</td>
<td>$C_{12}$</td>
<td>1</td>
<td>8</td>
<td>$C_{22}$</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>$C_3$</td>
<td>1</td>
<td>5</td>
<td>$C_{13}$</td>
<td>3</td>
<td>2</td>
<td>$C_{23}$</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>$C_4$</td>
<td>3</td>
<td>2</td>
<td>$C_{14}$</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sub-criteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{31}$</td>
<td>5</td>
<td>1</td>
<td>$C_{41}$</td>
<td>1</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{32}$</td>
<td>1</td>
<td>5</td>
<td>$C_{42}$</td>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{33}$</td>
<td>4</td>
<td>2</td>
<td>$C_{43}$</td>
<td>8</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 shows the results of basic BWM and HBWM for the first numerical example. The results show that the weights obtained for criteria and sub-criteria by HBWM are same as the
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weights obtained by BWM. In the study of Gupta and Barua [7], the basic BWM was solved \((j + 1)\) times to obtain the weights of criteria and sub-criteria; however, in the proposed approach, weights are obtained by solving the integrated model of HBWM only one time. Table 5 represents the values of \(\xi^L\) and \(\xi^L_j\) for criteria and sub-criteria in Example 1.

Table 4: Local weights(LW) and Global weights(GW) for Example1

<table>
<thead>
<tr>
<th></th>
<th>LW of Basic BWM</th>
<th>LW of HBWM</th>
<th>GW of Basic BWM</th>
<th>GW of HBWM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_1)</td>
<td>0.267</td>
<td>0.267</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>(C_2)</td>
<td>0.082</td>
<td>0.082</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>(C_3)</td>
<td>0.473</td>
<td>0.473</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>(C_4)</td>
<td>0.178</td>
<td>0.178</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>(C_{11})</td>
<td>0.069</td>
<td>0.069</td>
<td>0.018</td>
<td>0.018</td>
</tr>
<tr>
<td>(C_{12})</td>
<td>0.517</td>
<td>0.517</td>
<td>0.138</td>
<td>0.138</td>
</tr>
<tr>
<td>(C_{13})</td>
<td>0.172</td>
<td>0.172</td>
<td>0.046</td>
<td>0.046</td>
</tr>
<tr>
<td>(C_{14})</td>
<td>0.241</td>
<td>0.241</td>
<td>0.064</td>
<td>0.064</td>
</tr>
<tr>
<td>(C_{21})</td>
<td>0.667</td>
<td>0.667</td>
<td>0.055</td>
<td>0.055</td>
</tr>
<tr>
<td>(C_{22})</td>
<td>0.111</td>
<td>0.111</td>
<td>0.009</td>
<td>0.009</td>
</tr>
<tr>
<td>(C_{23})</td>
<td>0.222</td>
<td>0.222</td>
<td>0.018</td>
<td>0.018</td>
</tr>
<tr>
<td>(C_{31})</td>
<td>0.125</td>
<td>0.125</td>
<td>0.059</td>
<td>0.059</td>
</tr>
<tr>
<td>(C_{32})</td>
<td>0.687</td>
<td>0.687</td>
<td>0.325</td>
<td>0.325</td>
</tr>
<tr>
<td>(C_{33})</td>
<td>0.188</td>
<td>0.188</td>
<td>0.089</td>
<td>0.089</td>
</tr>
<tr>
<td>(C_{41})</td>
<td>0.667</td>
<td>0.667</td>
<td>0.120</td>
<td>0.120</td>
</tr>
<tr>
<td>(C_{42})</td>
<td>0.246</td>
<td>0.246</td>
<td>0.044</td>
<td>0.044</td>
</tr>
<tr>
<td>(C_{43})</td>
<td>0.077</td>
<td>0.077</td>
<td>0.014</td>
<td>0.014</td>
</tr>
</tbody>
</table>

Table 5: The values of \(\xi^L\) and \(\xi^L_j\) for criteria and sub-criteria in Example 1

<table>
<thead>
<tr>
<th></th>
<th>Basic BWM</th>
<th>HBWM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_1,C_2,C_3,C_4)</td>
<td>0.061</td>
<td>0.061</td>
</tr>
<tr>
<td>(C_{11},C_{12},C_{13},C_{14})</td>
<td>0.034</td>
<td>0.034</td>
</tr>
<tr>
<td>(C_{21},C_{22},C_{23})</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(C_{31},C_{32},C_{33})</td>
<td>0.062</td>
<td>0.062</td>
</tr>
<tr>
<td>(C_{41},C_{42},C_{43})</td>
<td>0.061</td>
<td>0.061</td>
</tr>
</tbody>
</table>

4.2 Example 2

In the study of Gupta and Barua [8], supplier selection in SMEs was investigated based on the green innovation criteria. They first selected the green innovation criteria by reviewing the related literature and interviewing with decision makers, then determined the weights of criteria and sub-criteria using basic BWM, and finally ranked the alternatives using the fuzzy TOPSIS method. In the second numerical example, the results of their study are examined and compared with the HBWM model to evaluate the performance of the new model. The criteria and sub-criteria are shown in Figure 3.

In Example 2, criteria and sub-criteria and questionnaire data provided in the study of Gupta and Barua [8] are used. In their paper, they tried to identify significant factors of green innovation. Table 6 represents BWM questionnaire data obtained by them and the pairwise comparisons of criteria and sub-criteria including BO and OW.
Table 6: The comparisons for the criteria and sub-criteria in Example 2

<table>
<thead>
<tr>
<th>Criteria</th>
<th>BO</th>
<th>OW</th>
<th>Sub-criteria</th>
<th>BO</th>
<th>OW</th>
<th>Sub-criteria</th>
<th>BO</th>
<th>OW</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁</td>
<td>8</td>
<td>2</td>
<td>C₁₁</td>
<td>4</td>
<td>2</td>
<td>C₂₁</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>C₂</td>
<td>2</td>
<td>4</td>
<td>C₁₂</td>
<td>3</td>
<td>3</td>
<td>C₂₂</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>C₃</td>
<td>1</td>
<td>9</td>
<td>C₁₃</td>
<td>2</td>
<td>4</td>
<td>C₂₃</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>C₄</td>
<td>9</td>
<td>1</td>
<td>C₁₄</td>
<td>1</td>
<td>9</td>
<td>C₂₄</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>C₅</td>
<td>3</td>
<td>3</td>
<td>C₁₅</td>
<td>7</td>
<td>2</td>
<td>C₂₅</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>C₆</td>
<td>6</td>
<td>2</td>
<td>C₁₆</td>
<td>9</td>
<td>1</td>
<td>C₂₆</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>C₇</td>
<td>2</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sub-criteria</th>
<th>BO</th>
<th>OW</th>
<th>Sub-criteria</th>
<th>BO</th>
<th>OW</th>
<th>Sub-criteria</th>
<th>BO</th>
<th>OW</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₃₁</td>
<td>8</td>
<td>2</td>
<td>C₄₁</td>
<td>8</td>
<td>1</td>
<td>C₅₁</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>C₃₂</td>
<td>9</td>
<td>1</td>
<td>C₄₂</td>
<td>2</td>
<td>4</td>
<td>C₅₂</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>C₃₃</td>
<td>6</td>
<td>2</td>
<td>C₄₃</td>
<td>1</td>
<td>8</td>
<td>C₅₃</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>C₃₄</td>
<td>6</td>
<td>2</td>
<td>C₄₄</td>
<td>3</td>
<td>3</td>
<td>C₅₄</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>C₃₅</td>
<td>1</td>
<td>9</td>
<td>C₄₅</td>
<td>6</td>
<td>2</td>
<td>C₅₅</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>C₃₆</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₃₇</td>
<td>4</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7 shows the results of basic BWM and HBWM for the second numerical example. The results show that the weights obtained for criteria and sub-criteria by HBWM are same as the weights obtained by BWM, while the advantage of HBWM is that it formulates and calculates all necessary parameters in a single integrated model. Also, by comparing the values of $\xi^L$ and $\xi^L_j$ in both methods as shown in Table 8, no difference is observed between these values. Comparing the results, its observed that the weights for criteria and sub-criteria are not different, but HBWM obtained the results by solving an integrated model while Gupta and Barua [8] solved 8 times the basic BWM to obtain the results. Also, in HBWM there is no need to manually calculate the global weight because it is provided by the model itself.
Figure 3: Main criteria and sub-criteria for Example 2
Table 7: Local weights(LW) and Global weights(GW) for Example2

<table>
<thead>
<tr>
<th></th>
<th>LW of Basic BWM</th>
<th>LW of HBWM</th>
<th>GW of Basic BWM</th>
<th>GW of HBWM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>0.048</td>
<td>0.048</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.173</td>
<td>0.173</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$C_3$</td>
<td>0.358</td>
<td>0.358</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$C_4$</td>
<td>0.037</td>
<td>0.037</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$C_5$</td>
<td>0.128</td>
<td>0.128</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$C_6$</td>
<td>0.064</td>
<td>0.064</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$C_7$</td>
<td>0.192</td>
<td>0.192</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>0.113</td>
<td>0.113</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>0.150</td>
<td>0.150</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>$C_{13}$</td>
<td>0.203</td>
<td>0.203</td>
<td>0.010</td>
<td>0.010</td>
</tr>
<tr>
<td>$C_{14}$</td>
<td>0.426</td>
<td>0.426</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>$C_{15}$</td>
<td>0.064</td>
<td>0.064</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>$C_{16}$</td>
<td>0.045</td>
<td>0.045</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>$C_{21}$</td>
<td>0.045</td>
<td>0.045</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>$C_{22}$</td>
<td>0.211</td>
<td>0.211</td>
<td>0.037</td>
<td>0.037</td>
</tr>
<tr>
<td>$C_{23}$</td>
<td>0.392</td>
<td>0.392</td>
<td>0.068</td>
<td>0.068</td>
</tr>
<tr>
<td>$C_{24}$</td>
<td>0.106</td>
<td>0.106</td>
<td>0.018</td>
<td>0.018</td>
</tr>
<tr>
<td>$C_{25}$</td>
<td>0.141</td>
<td>0.141</td>
<td>0.024</td>
<td>0.024</td>
</tr>
<tr>
<td>$C_{26}$</td>
<td>0.106</td>
<td>0.106</td>
<td>0.018</td>
<td>0.018</td>
</tr>
<tr>
<td>$C_{31}$</td>
<td>0.057</td>
<td>0.057</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>$C_{32}$</td>
<td>0.044</td>
<td>0.044</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td>$C_{33}$</td>
<td>0.076</td>
<td>0.076</td>
<td>0.027</td>
<td>0.027</td>
</tr>
<tr>
<td>$C_{34}$</td>
<td>0.076</td>
<td>0.076</td>
<td>0.027</td>
<td>0.027</td>
</tr>
<tr>
<td>$C_{35}$</td>
<td>0.426</td>
<td>0.426</td>
<td>0.153</td>
<td>0.153</td>
</tr>
<tr>
<td>$C_{36}$</td>
<td>0.206</td>
<td>0.206</td>
<td>0.074</td>
<td>0.074</td>
</tr>
<tr>
<td>$C_{37}$</td>
<td>0.114</td>
<td>0.114</td>
<td>0.041</td>
<td>0.041</td>
</tr>
<tr>
<td>$C_{41}$</td>
<td>0.054</td>
<td>0.054</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>$C_{42}$</td>
<td>0.243</td>
<td>0.243</td>
<td>0.009</td>
<td>0.009</td>
</tr>
<tr>
<td>$C_{43}$</td>
<td>0.459</td>
<td>0.459</td>
<td>0.017</td>
<td>0.017</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>0.162</td>
<td>0.162</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>$C_{45}$</td>
<td>0.081</td>
<td>0.081</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>$C_{51}$</td>
<td>0.226</td>
<td>0.226</td>
<td>0.029</td>
<td>0.029</td>
</tr>
<tr>
<td>$C_{52}$</td>
<td>0.096</td>
<td>0.096</td>
<td>0.012</td>
<td>0.012</td>
</tr>
<tr>
<td>$C_{53}$</td>
<td>0.465</td>
<td>0.465</td>
<td>0.059</td>
<td>0.059</td>
</tr>
<tr>
<td>$C_{54}$</td>
<td>0.160</td>
<td>0.160</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>$C_{55}$</td>
<td>0.053</td>
<td>0.053</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>$C_{61}$</td>
<td>0.057</td>
<td>0.057</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>$C_{62}$</td>
<td>0.424</td>
<td>0.424</td>
<td>0.027</td>
<td>0.027</td>
</tr>
<tr>
<td>$C_{63}$</td>
<td>0.206</td>
<td>0.206</td>
<td>0.013</td>
<td>0.013</td>
</tr>
<tr>
<td>$C_{64}$</td>
<td>0.114</td>
<td>0.114</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>$C_{65}$</td>
<td>0.091</td>
<td>0.091</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>$C_{66}$</td>
<td>0.044</td>
<td>0.044</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>$C_{67}$</td>
<td>0.065</td>
<td>0.065</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>$C_{71}$</td>
<td>0.047</td>
<td>0.047</td>
<td>0.009</td>
<td>0.009</td>
</tr>
<tr>
<td>$C_{72}$</td>
<td>0.416</td>
<td>0.416</td>
<td>0.080</td>
<td>0.080</td>
</tr>
<tr>
<td>$C_{73}$</td>
<td>0.086</td>
<td>0.086</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td>$C_{74}$</td>
<td>0.201</td>
<td>0.201</td>
<td>0.039</td>
<td>0.039</td>
</tr>
<tr>
<td>$C_{75}$</td>
<td>0.143</td>
<td>0.143</td>
<td>0.027</td>
<td>0.027</td>
</tr>
<tr>
<td>$C_{76}$</td>
<td>0.107</td>
<td>0.107</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>Comparisons</td>
<td>Basic BWM</td>
<td>HBWM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>-----------</td>
<td>------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_1, C_2, C_3, C_4, C_5, C_6, C_7$</td>
<td>0.026</td>
<td>0.026</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{11}, C_{12}, C_{13}, C_{14}, C_{15}, C_{16}$</td>
<td>0.025</td>
<td>0.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{21}, C_{22}, C_{23}, C_{24}, C_{25}, C_{26}$</td>
<td>0.030</td>
<td>0.030</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{31}, C_{32}, C_{33}, C_{34}, C_{35}, C_{36}, C_{37}$</td>
<td>0.031</td>
<td>0.031</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{41}, C_{42}, C_{43}, C_{44}, C_{45}$</td>
<td>0.027</td>
<td>0.027</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{51}, C_{52}, C_{53}, C_{54}, C_{55}$</td>
<td>0.013</td>
<td>0.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{61}, C_{62}, C_{63}, C_{64}, C_{65}, C_{66}, C_{67}$</td>
<td>0.031</td>
<td>0.031</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{71}, C_{72}, C_{73}, C_{74}, C_{75}, C_{76}$</td>
<td>0.012</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8: The values of $\xi^L$ and $\xi^F$ for criteria and sub-criteria in Example 2
5 Conclusion

In this paper, we introduced a new hierarchical MCDM method called HBWM based on the basic BWM. The BWM calculates the weights based on pairwise comparisons of the alternatives with the best and the worst options and achieves consistent results. In this paper, this approach is extended for a situation in which the decision process involves criteria and sub-criteria for evaluating or selecting the alternatives. In order to show that the weights obtained by HBWM are as optimal as the weights obtained in BWM, we used data from two papers that used the basic BWM to obtain the weights of the criteria and sub-criteria. BWM uses \((j + 1)\) repetitions (where \(j\) represents the number of the criteria) to obtain the optimal weights of the criteria and sub-criteria, while the HBWM calculates the weights by an integrated model without repetitions. Also, in HBWM there is no need to manually calculate the global weight because it is provided by the model itself. The results of this paper show that HBWM can be useful for situations that require the simultaneous evaluation of criteria and sub-criteria. The proposed method can be used in combination with other MCDM methods or solely. Also this method can be extended to examine the cases in which there are relationships between sub-criteria of two different criteria.
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Abstract: Human Activity Recognition (HAR) is a challenging task in the field of human-related signal processing. Owing to the development of wearable sensing technology, an emerging research approach in HAR is to identify user-performed tasks by using data collected from wearable sensors. In this paper, we propose a novel system for monitoring and recognizing daily living activities using an off-the-shelf smart band and two smart shoes. The system aims at providing a useful tool for solving problems regarding body part placement, fusion of multimodal sensors and feature selection for a specific set of activities. The system collects inertial and plantar pressure data at wrist and foot to analyze and then, extract, select important features for recognition. We construct and compare two predictive models of classifying activities from the reduced feature set. A comparison of the classification for each wearable device and a fusion scheme is provided to identify the best body part for activity recognition: either the wrist or the feet. This comparison also demonstrated the effective HAR performance of the proposed system.

Keywords: Human Activity Recognition (HAR); Daily Activity Recognition (DAR); Daily Living Activity (DLA); Feature Selection; Smart-Band; Smart-Shoes.

1 Introduction

Human Activity Recognition (HAR) is an emerging research area in human-machine inter-
action [5, 16, 19]. HAR is also an essential aspect of other fields, especially localization [21, 26], health monitoring [28], medical diagnostics and rehabilitation [14, 33]. HAR has challenges that are common with those in other recognition areas, such as face recognition and speech recognition. Some of these challenges include the determination of which attributes to measure, the design of feature-extraction algorithms, and the development of efficient computational techniques. Nevertheless, HAR exhibits higher complexity because human activities are more various to formulate.
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its structure compared with face or speech. Additionally, HAR requires different sensing systems for different applications. The recognition of some certain periodic activities, such as walking, is clear [20, 37]. However, the recognition of other activities is challenged because people perform a lot of activities a day. Moreover, people occasionally perform many activities at the same time.

Recently, the development of sensor technologies, especially wearable sensors, has advanced numerous design for activity recognition [4, 8, 18, 22]. Wang et al. [35] used a single waist-worn tri-axial accelerometer to recognize six activities based on a hidden Markov model. Banos et al. [2] presented a mobile system based on wearable inertial and electromyography sensors to measure trunk postures and muscle signals. Their evaluation proved that the system can be acceptable for use in measuring trunk endurance. Laudanski et al. [17] mounted two inertial measurement units (IMU) consisting of accelerometer and gyroscope sensors onto user’s shanks to classify gait activities. After deriving frequency features, a k-nearest neighbor (KNN) algorithm was used to classify the activities. Najafi et al. [23] developed an ambulatory system using accelerometer and gyroscope sensors, and attached it onto human chest to recognize daily activities. Storm et al. [32] utilized commercial instruments to examine step detection and HAR using triaxial accelerometers. In their study, HAR was performed using a DynaPort move-monitor worn on the lower back and an ActivPAL kit attached to the shanks of users. Their method performed well in terms of recognizing five basic ambulatory activities.

HAR systems based on smartphones have also been developed [26, 27, 29, 30]. Pei et al. [26] constructed a Least Square SVM-based model to classify six activities using sensors from a smartphone. Using the smartphone’s inertial data, a HAR dataset was created and published as a benchmark for human activity recognition [27]. On this database, San-Segundo et al. [30] created frequency features and developed a Gaussian Mixture model to segment the activities. Another approach used for HAR systems is based on smart watches [11, 24, 29]. Gyorbiro et al. [11] used a smart watch connected to a smartphone via Bluetooth to collect acceleration, magnetic, and angular speed data of six activities at the wrist, hip, and ankle. A neural network model was then applied to classify these activities. Moreover, convolutional neural network (CNN) have been previously applied to recognize human activities using inertial data from smartphones [29].

HAR systems based on smart shoes have also been presented [13, 38]. In a previous publication, we used two smart shoes to classify three ambulatory activities based on a new pressure-based feature. Zhang et al. utilized foot-force sensors and derived basic statistical features to classify five mobile activities. Fusing the aforementioned sensing approaches, different models have been presented to solve the HAR problem [3, 9, 20]. Bao et al. [3] classified twenty activities using five biaxial accelerometers on the arm, hip, thigh, wrist, and ankle with an accuracy of 84.26% using decision tree classifiers. Huy nh et al. [12] placed totally 12 accelerometers on the shoulders, wrists, elbows, knees, ankles and both sides of the hip and then combined multiple eigenspaces with Support Vector Machine (SVM) to recognize eight daily activities. In summary, in the approaches focused on wearable sensors, researchers commonly addressed HAR by identifying tasks performed by users using inertial sensors, particularly accelerometers.

Many features derived from acceleration data have been presented for addressing HAR problems. These features are essentially based on statistical computations such as the mean, median, [1, 26, 34, 36], or correlation between the axes of acceleration [6, 10, 36]. Features have also been created based on signal-magnitude processing [6, 11]. Another category of acceleration-derived features is frequency-based features [3, 7]. Several researchers have summarized the presented features and tested them with particular sensor setups [1, 10]. Gonzalez et al. [10] used two smart watches to record accelerations at the wrists of users during three activities, namely walking, standing and resting, and then derived a list of common statistical features. A filter feature selection (FS) and a wrapper feature selection were then applied sequentially to select important feature sets for classification. A Genetic Fuzzy Finite State Machine (GFFSM) model
was presented to classify activities based on the selected feature sets.

Although advances in wearable sensors have facilitated the design and deployment of HAR systems, developing HAR applications with high accuracy remains a challenging task. It is because human activity is highly diverse, and therefore, HAR requires effective selection and efficient incorporation of sensors to obtain an accurate classification. In this paper, we aim at addressing some of the important issues in wearable-sensors-based HAR regarding sensor placement, sensor fusion, and feature selection from inertial and plantar-based data. These issues are evaluated in a user-dependent approach for daily activity recognition using a smart band and two smart shoes. We design a wearable monitoring system using a smart band, a pair of smart shoes and a smartphone to synchronously gather data from two users. The wearable monitoring system gathers inertial data at the user’s wrist using built-in accelerometer and gyroscope sensors of the smart band. Using the sensors integrated into the smart shoes, the system collects acceleration, angular speed, and plantar pressure from the left and right feet. The plantar pressure consists of eight sensing data from eight metatarsal areas on each foot. The collected data are used to analyze and recognize the daily activities. The contribution of the paper includes: presenting a wearable monitoring system that can synchronously track human activities; exploring the optimal body part between the wrist and feet to attach sensors for the best HAR; evaluating activity classification using a data-fusion platform; examining state-of-the-art features derived from inertial data to determine the useful features for activities; comparing predictive models for classifying daily activities.

The remainder of this paper is organized as follows. Section 2 provides the details of the wearable monitoring system that is used to collect data from the daily activities. Section 3 describes the nine aforementioned activities, summarizes the state-of-the-art features, and explains the feature-selection method and the predictive models for recognizing these activities. The experimental results are presented in Section 4. Finally, we conclude and identify future works in Section 5.

2 Wearable sensing system for daily activity monitoring

In this section, we describe the design of the proposed wearable sensing system and the techniques used to synchronously collect inertial and plantar-pressure data from the wearable devices. To recognize human activities, we created a wearable sensing system to acquire the motion data of user activities based on a smart band and two smart shoes. We used the smart band to obtain triaxial acceleration and triaxial angular speed data from the participants’ wrist, whereas, the smart shoes were utilized to collect triaxial acceleration and eight pressure values from the insoles of shoes. These devices were connected to a smartphone via Bluetooth to control and synchronize data acquisition. Figure 1 shows the architecture of the proposed sensing system.

Gao et al. [9] stated that recognition accuracy does not vary more than 1% when the sampling rate is increased above 50Hz. In [31], authors concluded that using a low sampling rate (25Hz) for accelerometers and pressure sensors possibly produces high accuracy for posture and activity recognition. Therefore, to save energy and facilitate implementation, we set the sampling rate of the wearable system to 50Hz. We required the user to wear the smart shoes and smart band and to hold the smartphone in his pocket during experimentation. The participants conducted each separate activity for a specific duration. The collected data are continuously saved into a SQL database that can be uploaded to cloud for remote processing. The database is also used for offline analysis and classification to evaluate the performance in terms of the mentioned issues.
3 Daily activity recognition

This section describes the activities of interest and the experimental setup in the study. We depict and analyze the corresponding inertial and plantar-pressure data of these activities obtained from the right wrist and both feet. In particular, we consider nine daily activities that require movement of both hands and feet. Figure 2 shows the activities studied in the paper.

The nine conducted activities were formed from three groups of similar activities, as described in Table 1. Group 1 represents ambulatory activities, which are closely related to foot movement. Group 2 represents activities that are dominated by hand movement. Finally, group 3 represents activities that include a balanced mixture of hand and foot movement. The combination of these activity groups is used to evaluate the importance of the relationship between the sensor placement and the activities.

Table 1: Groups of daily activities.

<table>
<thead>
<tr>
<th>Group</th>
<th>Activity (Denotation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Standing (A1)</td>
</tr>
<tr>
<td></td>
<td>Walking (A2)</td>
</tr>
<tr>
<td></td>
<td>Jogging (A3)</td>
</tr>
<tr>
<td>2</td>
<td>Window cleaning (A4)</td>
</tr>
<tr>
<td></td>
<td>Tooth brushing (A5)</td>
</tr>
<tr>
<td></td>
<td>PC using (A6)</td>
</tr>
<tr>
<td>3</td>
<td>Door opening (A7)</td>
</tr>
<tr>
<td></td>
<td>Floor mopping (A8)</td>
</tr>
<tr>
<td></td>
<td>Book carrying (A9)</td>
</tr>
</tbody>
</table>

To recognize activities, the sensory data from different sensors in the three devices are first smoothed using a low-pass Butterworth filter. The filtered data are then merged sequentially to evaluate their importance in activity recognition. Then, we derive all possible features from these data based on statistics, customization, and energy computation. Finally, we analyze and rank all of the features derived from the sensory data, and select subsets of important features for classification. This process is described in Figure 3.
3.1 Experimental configuration

Users wear the sensor devices and run the wearable system while conducting the activities. The wearable sensing system continuously records all sensory data and saves data in a SQL-formatted dictionary for offline processing. Figure 4 and 5 depict the acceleration and angular speed, respectively, obtained at a user’s wrist for the nine activities. The angular speed data of the activities on the right shoe are shown in Figure 6.

Herein, we accounted for the issues in offline-segmented activity recognition, by starting the system immediately before the activities began and stopping it immediately after the activities concluded, which ensured that only the motion data from the activities were obtained. Then, in the offline database, we divided the data into equal-time segments for all activities. We used both the event-defined and the sliding windows for segmentation. We allowed the users
to separately conduct the "Door Opening" and "Book Carrying" activities, which are distinct actions, and collected the data for each action. For the other activities, the users performed the corresponding actions continuously for 5-10 minutes. We recorded all sensory data and equally segmented the data offline into 10-seconds samples.

3.2 Feature extraction

From the collected data for each segmented activity, we extracted significant motion features to recognize each activity. Specifically, we considered features based on statistics, correlation, frequency, and magnitude. The following features, derived from the inertial data, were taken into accounts:

1. The statistic features comprised the mean, median, mode, range, skewness, kurtosis, 4-th and 5-th central moment, standard deviation, variance, mean absolute deviation, and sum of absolute values. The description of these features are as follows:
   - Mean $\mu$ $\frac{1}{n} \sum_{i=1}^{n} x_i$ (1)
Figure 5: Wrist angular speeds for the nine studied activities: (a) Book Carrying; (b) Door Opening; (c) Floor Mopping; (d) PC Using; (e) Jogging; (f) Standing; (g) Tooth Brushing; (h) Walking; (i) Window Cleaning

- Median $[1, 7, 26]$: the middle value of the data segmentation $X$

$$\hat{\mu} = \begin{cases} 
\frac{X(n+1)}{X(n)+X(\frac{n}{2}+1)} & n: \text{odd value} \\
\frac{X(n/2) + X(n/2+1)}{2} & n: \text{even value}
\end{cases}$$

- Mode $[1, 26]$: the most frequently occurring value $\hat{\mu}$ in the data segment $X$ - Range $[1]$: the maximum difference between the values within the sliding window

$$r = \max_{i=1}^{n} (x_i) - \min_{i=1}^{n} (x_i)$$

- Skewness $[1, 26]$

$$\gamma_1 = \frac{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^3}{\left(\sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2}\right)^3}$$

- Kurtosis $[1, 26]$

$$\gamma_2 = \frac{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^4}{\left(\sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2}\right)^2}$$

- Moment $[1, 10, 34, 36]$: we selected the 4-th and 5-th moments of the data segment as derived
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Figure 6: Angular speeds measured at the (g) Tooth Brushing; (h) Walking; (i) Window Cleaning features.

\[ \mu_4 = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^4 \]  
(6)

\[ \mu_5 = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^5 \]  
(7)

- Standard deviation [6, 7, 10, 34, 36]:

\[ \sigma = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \mu)^2} \]  
(8)

- Variance [1, 6, 26]:

\[ \sigma^2 = \frac{1}{n} \sum_{i=1}^{n} (x_i - \mu)^2 \]  
(9)

(2) Magnitude-based features comprised the mean absolute deviation (MAD), signal magnitude area (SMA), root mean square (RMS), intensity of movement (IM), sum of absolute values (SAV). The description of these features are as follows:

- Mean absolute deviation [6, 10]:

\[ MAD = \frac{1}{n} \sum_{i=1}^{n} |x_i - \mu| \]  
(10)
- Signal Magnitude Area [7, 10, 34, 36]:

\[ SMA = \frac{1}{n} \sum_{i=1}^{n} |x_i - \bar{x}| \]  (11)

- Root mean square [6, 10]:

\[ RMS = \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2} \]  (12)

- Intensity of movement [10, 11]:

\[ IM = \frac{1}{n} \sum_{i=1}^{n} |x_{n-i+1} - x_{n-i}| \]  (13)

- Sum of absolute values [10]:

\[ SA = \frac{1}{n} \sum_{i=1}^{n} |x_i - \bar{x}| \]  (14)

(3) Correlation-based features comprised the correlation-between-axes values. The description of these features are as follows:

- Correlation between axes [6, 10, 36]: the Pearson correlation coefficient between two data segments \( X = x_1, x_2, ..., x_n \) and \( Y = y_1, y_2, ..., y_n \) is defined as:

\[ \rho_{XY} = \frac{n \left( \sum_{i=1}^{n} x_i y_i \right) - \left( \sum_{i=1}^{n} x_i \right) \left( \sum_{i=1}^{n} y_i \right)}{\left( n \sum_{i=1}^{n} x_i^2 - \left( \sum_{i=1}^{n} x_i \right)^2 \right) \left( n \sum_{i=1}^{n} y_i^2 - \left( \sum_{i=1}^{n} y_i \right)^2 \right)} \]  (15)

(4) Frequency-domain features comprised the average energy (AE), dominant frequency (DF), and amplitude values. The description of these features are as follows:

- Average energy [1, 3, 6, 10, 34, 36]: the average of the energies in three axes of the triaxial sensors. The energy is calculated by summing all squared discrete fast Fourier transform (FFT) component magnitudes of the signal.

- Dominant frequency [7, 26]: the frequency determined in the FFT-domain at which the discrete FFT component magnitude is the largest.

- Amplitude [1, 7, 26]: the amplitude at the dominant frequency in the FFT-domain.

To extract the indicators from the plantar-pressure data obtained from the eight pressure sensors, we derived the following features:

- Statistical features [38]: these features comprised the mean, max, and standard deviation of the pressure data. The formulas for these functions are the same as those described above.

- Correlation between the counterpart sensors from both feet [38]: we calculated the correlation of the plantar-pressure data collected from counterpart sensors that are placed correspondingly under two feet. The correlation computation is as described in Eq. 15.

- Pressure area [13]: this feature is computed as the integral of the pressure data. In an earlier study [13], we used this feature for each step to classify three ambulatory activities with an accuracy rate of 95.2%. The formula to calculate this feature for a segment of \( k \)-th pressure, \( P_k = \{ P_k(1), P_k(2), ..., P_k(n) \} \), is described as follows:

\[ S_{P_k} = \sum_{i=1}^{n} P_k(i). \]  (16)
We applied different approaches to the acceleration, angular speed and plantar-pressure data to obtain features for classification. Table 2 summarizes the list of derived features. Here, \((x, y, z)\) and \((b, rs, ls)\) represent the \((X, Y, Z)\) axes and (band, right shoe, left shoe), respectively. The second column of the table denotes the notations of the corresponding feature names in the first column. The third column contains the listed segmented data that are employed to extract the corresponding feature groups in the first column. The last four rows, i.e., mean, max, standard deviation, and pressure area, are the four features that are extracted from the plantar-pressure data.

### Table 2: List of derived features.

<table>
<thead>
<tr>
<th>Feature Name Notation</th>
<th>Applied Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>(\mu)</td>
</tr>
<tr>
<td>mode</td>
<td>(\hat{\mu})</td>
</tr>
<tr>
<td>median</td>
<td>(\hat{\mu})</td>
</tr>
<tr>
<td>range</td>
<td>(\tau)</td>
</tr>
<tr>
<td>skewness</td>
<td>(\gamma_1)</td>
</tr>
<tr>
<td>kurtosis</td>
<td>(\gamma_2)</td>
</tr>
<tr>
<td>4-th moment</td>
<td>(\mu_4)</td>
</tr>
<tr>
<td>5-th moment</td>
<td>(\mu_5)</td>
</tr>
<tr>
<td>standard deviation</td>
<td>(\sigma)</td>
</tr>
<tr>
<td>variance</td>
<td>(\sigma^2)</td>
</tr>
<tr>
<td>mean absolute deviation</td>
<td>(MAD)</td>
</tr>
<tr>
<td>signal magnitude area</td>
<td>(SMA)</td>
</tr>
<tr>
<td>root mean square</td>
<td>(RMS)</td>
</tr>
<tr>
<td>intensity of movement</td>
<td>(IM)</td>
</tr>
<tr>
<td>sum of absolute values</td>
<td>(SA)</td>
</tr>
<tr>
<td>correlation</td>
<td>(\rho)</td>
</tr>
<tr>
<td>average energy</td>
<td>(AE)</td>
</tr>
<tr>
<td>dominant frequency</td>
<td>(f_d)</td>
</tr>
<tr>
<td>amplitude</td>
<td>(A_{fd})</td>
</tr>
<tr>
<td>mean max standard deviation</td>
<td>(\mu, \max, \sigma)</td>
</tr>
<tr>
<td>pressure area</td>
<td>(S)</td>
</tr>
</tbody>
</table>

3.3 Feature selection

In this paper, we used the filter technique to reduce the computational complexity and accelerate feature selection. Specifically, we applied the RELIEF-F method [15] to score the extracted features. The RELIEF-F method is based on the average of the K near misses from each class. We analyzed and ranked all features derived from the sensory data, and then, selected subsets of important features for classification. Here, sensory data from each device are independently passed into the feature extractor to derive the features. The feature selector scores and ranks these features to form an effective subset of feature for classification. We also merged the corresponding features from the devices to assess activity recognition with sensor fusion schemes.
3.4 Classification

To classify nine daily living activities, we constructed two classifiers, i.e., KNN and CART. Using the results from the feature selector, we passed the selected features subset into the classifiers and compared the performance of the predictive models. Given a feature subset of \( m \) training samples \( \{ (x^{(i)}, y^{(i)}) \}_{i=1}^{m} \), the KNN classifier classifies each test sample \( x^{(k)} \) based on the Euclidean distance of the test sample \( x^{(k)} \) to each training sample \( x^{(i)} \). The Euclidean distance is calculated as follows:

\[
d(x^{(k)}, x^{(i)}) = \sqrt{\sum_{j=1}^{N} (x_{j}^{(i)} - x_{j}^{(k)})^2}.
\]  

(17)

The \( k \) training samples corresponding to the \( k \) shortest distances are used to categorize the test sample. We utilize the bagging approach for KNN classification. Specifically, the \( k \) training samples that have the shortest distances to the test sample are bagged in a group \( G \). Then, the labels of these \( k \) samples are considered. The test sample is classified into the class that has the highest occurrence probability in the group \( G \). The decision tree classifier is constructed based on a flowchart-like structure. At each internal node, a value test is conducted on an attribute of the selected feature subset to split the outcome into two groups. In other words, at each node, the tree divides the data into two branches. This splitting process is recursively repeated until either the groups at a node belong to the same class or the groups have the same attribute values.

4 Experimental results

In the experiments, we set the sampling rate of the system to 50Hz and required two participants to the wear smart band and smart shoes and perform each segmented activity for 10 seconds to collect data. We used a separate sliding window to divide the data series into equal segments of recorded data. Each segment was used as a sample of an activity for recognition. In total, there were 363 samples of nine activities. We applied the proposed method presented to each sample to recognize its corresponding activity label. First, we removed noise in the signal by applying a low-pass Butterworth filter with the order of \( N = 6 \) and cut-off frequency \( f_c = 10Hz \). Then, we create feature sets using a feature extractor with the operations listed in Table 2. Finally, applying the feature selection scheme RELIEF-F with \( K=10 \) on the feature sets, we identified the most important features for classifying activities on each device and fusion of devices.

Figure 7a and 7b depict results of feature selection for the features derived at the right smart-shoe and the corporation of both shoes in the descending order of their importance, respectively. Figure 7c depicts the 20 most important features derived at the band using the feature selection scheme in the descending order of their importance. Fusing all features created from all sensors of all devices and evaluating their importance, we obtain a set of 20 most important features as shown in Figure 7d. From this evaluation, we can see that the features derived from inertial data at the foot contribute a more important impact on recognition of the 9 activities than the features derived from inertial data at the wrist because the first 20 most important features in Figure 7b and 7a are all selected from data collected on the smart-shoes. Furthermore, it can be observed from Figure 7b and 7a that the two smart-shoes have a similarly influence on the recognition. From Figure 7a, 7b and 7c, we can draw a statement that using gyroscope sensors in the smart-shoes provides a better performance of recognizing the nine activities than using accelerometers at the feet because the all 20 first features in these figures are related to the smart-shoes. From the feature subsets, we applied 2 classifiers, i.e., KNN and CART, to recognize the activity of each sample. We examined the prediction on various feature sets to evaluate the
ability of each classifier. It should be noted that we do not need to test all features in the feature sets. Because the importance values of the features in each set have been measured in FS step, we sequentially selected features from the evaluated set according to descending importance. Herein, we examined sets of 1-40 features for each case. Figure 8 shows the accuracy rates of different classifiers with respect to the number of features for each case.

Figure 8: Accuracy of all activity classification versus the number of selected features: (a) A smart band; (b) A smart shoe; (c) A pair of smart shoes; (d) Sensor fusion

It can be seen that in overall, the KNN classifier exhibits a better performance than the CART classifier for recognizing the nine studied activities. Using the KNN classifier, the maximal
result (89.1%) for recognition is obtained with 21 features for the smart band case. For features derived from a smart shoe, the KNN-based recognition exhibits the optimal performance at 39 features. More features are required for the best recognition when using the smart shoe than when using the smart band, but the result is much lower (77%). Merging two smart shoes can improve the recognition up to 80% with 33 features. Finally, the data fusion scheme provides the best result (90.7%) with the fewest features used, i.e., 18 features. Therefore, we recommend the use of the data fusion scheme and application of the KNN classifier to recognize the nine studied activities with the 18 features depicted in Figure 7d.

Table 3 shows the details of the recognition results for all nine activities. The smart band was effective in recognizing the Door Opening and PC Using activities, which are significantly dependent on the hand movement. Particularly, the precision, recall and f1-score values of the recognition for Door Opening and PC Using using the smart band’s sensors were all higher than the recognition values using the total combination of sensors. The f1-scores when using the smart band’s sensors were 3.6% and 2.1% higher than the f1-scores when using the total combination of sensors for Door Opening and PC Using, respectively. The smart shoes can recognize the Walking and Jogging activities better than the smart band. The shoes-based recognition of these activities yielded an f1-score improvement of 2.2% and 2.0% compared with that of the smart band-based recognition. For the remain activities, the smart band-based recognition clearly surpasses the smart-shoes-based recognition. Combining all sensors provided the best recognition ability for all nine activities. Using the sensor fusion approach, the f1-score of all activities was 1.6% and 11.3% better than when using the smart-band and smart-shoe approaches, respectively.

Table 3: Classification metrics of each activity with different approaches

<table>
<thead>
<tr>
<th>Sensing method</th>
<th>Smart-band sensors</th>
<th>Smart-shoe sensors</th>
<th>Combination of sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>precision</td>
<td>recall</td>
<td>F-score</td>
</tr>
<tr>
<td>BookLoading</td>
<td>88.2%</td>
<td>93.8%</td>
<td>90.9%</td>
</tr>
<tr>
<td>DoorOpening</td>
<td>87.5%</td>
<td>93.3%</td>
<td>90.3%</td>
</tr>
<tr>
<td>PCUsing</td>
<td>100.0%</td>
<td>95.7%</td>
<td>97.8%</td>
</tr>
<tr>
<td>Standing</td>
<td>94.1%</td>
<td>80.0%</td>
<td>86.5%</td>
</tr>
<tr>
<td>ToothBrushing</td>
<td>89.3%</td>
<td>96.2%</td>
<td>92.6%</td>
</tr>
<tr>
<td>Mopping</td>
<td>95.8%</td>
<td>95.8%</td>
<td>95.8%</td>
</tr>
<tr>
<td>WindowsCleaning</td>
<td>90.9%</td>
<td>87.0%</td>
<td>88.9%</td>
</tr>
<tr>
<td>Walking</td>
<td>86.4%</td>
<td>95.0%</td>
<td>90.5%</td>
</tr>
<tr>
<td>Jogging</td>
<td>90.0%</td>
<td>93.8%</td>
<td>91.8%</td>
</tr>
<tr>
<td>Mean</td>
<td>91.4%</td>
<td>92.3%</td>
<td>91.7%</td>
</tr>
</tbody>
</table>

Figure 9 shows the average value of the performance metrics of the smart band-smart shoes fusion (B-S Fusion) and the reference methods. The multi-sensor method [9] yielded the best recognition result by fusing data from the accelerometers on the chest, waist, thigh, and side; then, extracting the mean and var features; and, finally, using a decision tree classifier to recognize the activities. We utilized this approach on the collected database by applying the presented feature extractor on acceleration data from all devices and use a decision tree on the extracted feature set to evaluate the method performance. The RF+KNN method [25] extracted 12 features for each sample of acceleration collected at the wrist based on the mean, energy, frequency entropy, correlation between axes. Then, a variety of classifiers was applied to classify activities. Among these classifiers, a combination of random forest (RF) and KNN using the average of probabilities approach provided the best result.

It is clear that the proposed fusion approach outperformed the reference methods for activity recognition in terms of all four metrics, i.e., precision, recall, f1 score, and accuracy. In particular, the accuracy rate of the B-S fusion method was 7.9% and 7.1% higher on average than the
Figure 9: Performance comparison of the proposed method and the reference methods

The B-S fusion method recognized activities better than the RF + KNN method because the B-S fusion method utilized more sensors in different locations, which in turn can better track the motion of different body parts during daily activities. This result confirms once again the results shown in Figure 8 and Table 3. In particular, when applying the same technique, the results of using the B-S fusion data surpassed the results of using only wrist-related data. Although the multi-sensor method also used a combination of accelerometers at the right wrist and both feet, this method did not utilize gyroscope data. Besides, the original paper for the multi-sensor method [9] dealt with four ambulatory activities, i.e., walking, standing, lying, sitting, and transitional states of these activities. Therefore, their selected features were not well-performed in this study.

5 Conclusion

This paper addressed the issues of sensor placement, feature selection, and classification in daily activity recognition using wearable sensors. A combination of a smart band and a pair of smart shoes was used to collect motion data from users and transfer data to a smartphone for offline activity classification. In our experiments, the participants wore the smart shoes and smart band and then, completed the experiments separately for each activity. Using a separate sliding window, we divided the data series into various segments of recorded data. From the segmented samples, we derived features and applied a filter feature selection algorithm to select important subsets. Two classifiers, i.e, KNN and CART, were employed to recognize the activities. The experimental results showed that the KNN classifier yielded better results than the CART classifier; the smart band outperformed the smart shoes in recognizing all nine activities in terms of accuracy and fewer features; the smart band is the best fit for recognizing the two hand-movement-dominated activities; the smart shoes are the best choice for the two foot-movement-dominated activities; and using a total combination of sensors is the best approach for recognizing all nine daily activities in terms of both accuracy and the number of required features.
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Abstract: Information security risk analysis is a compulsory requirement both from the side of regulating documents and information security management decision making process. Some researchers propose using expert systems (ES) for process automation, but this approach requires the creation of a high-quality knowledge base. A knowledge base can be formed both from expert knowledge or information collected from other sources of information. The problem of such approach is that experts or good quality knowledge sources are expensive. In this paper we propose the problem solution by providing an automated ES knowledge base development method. The method proposed is novel since unlike other methods it does not integrate ontology directly but utilizes automated transformation of existing information security ontology elements into ES rules: The Web Ontology Rule Language (OWL RL) subset of ontology is segregated into Resource Description Framework (RDF) triplets, that are transformed into Rule Interchange Format (RIF); RIF rules are converted into Java Expert System Shell (JESS) knowledge base rules. The experiments performed have shown the principal method applicability. The created knowledge base was later verified by performing comparative risk analysis in a sample company.
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1 Introduction

Many authors agree that today information is the critical business part despite the size of the enterprise. Companies are adapting to the time changes: growing speed of change and complexity, globalisation [16]. Even the smallest company has any information and information system, which are needed to be secured [35]. However, because of enterprises becoming more complex, integrated and connected to third parties, the security and controls budget quickly reaches its limitations [12].

The protection of information resources from the complex and rapidly evolving security threat landscape is a significant challenge to the modern organisation [46]. The reasons stated above motivate for searching of effective ways to increase information security level in organizations.

According to the importance of assets, it is necessity to analyse the potential risks to do not allow these risks to be converted into events [48]. As [10] said, risk management has proved to be efficient in the frame of the governance system due to its capacity to reduce costs associated with the management of different risks. According to Europe’s General Data Protection Regulation, a risk-based approach to data protection is embraced [30]. So, all companies, including small and medium-sized enterprises (SME), have to protect their information systems. Enterprises have two ways of ensuring their information security: to employ a specialist or to outsource the risk analysis service. The problem is that the price of both choices is rather high.

Therefore, there is a need to automate the security risk analysis process by introducing expert systems or decision support systems, which could help enterprises to perform an information security risk analysis without any special knowledge and without hiring security experts and making security risk analysis process faster and cheaper [47]. There were some attempts to use expert systems for automating a particular part of security risk analysis [4, 5], cybersecurity incident prediction [42] and solving other real-world problems also [29]. The main reason of such attempts is to make risk analysis process faster and cheaper [47]. Also, using expert systems helps to optimise asset management and their life cycle according to risk assessment, especially in specific sectors, like electric power transmission [41], power plant projecting [19]. However, it is necessary to mention that the development of an expert system knowledge base is an expensive and complicated process [24], [15]. So, the motivation of the paper is related to the need to automate the security risk analysis knowledge base development to minimize the expenses.

In this paper we propose a novel approach that allows the automatic transformation of existing information security ontologies into the expert system knowledge base rule set. Currently, a lot of information, including security information, like standards, best practices, is collected and presented in the ontologies [7]. Ontology comparing with usual not semantic database has particular advantages that can be used for developing expert systems [14]. Ontology can be expressed in several ways, for example, using graphical software, which makes ontology formation, maintenance, and usage easier [40]. Therefore, ontology presented in a particular software, could be used for its automatic transformation into the expert system knowledge base.

However, a deep understanding of ontology is needed, since any change in the ontology may require a change in the software’s source code [27]. Nevertheless, these disadvantages cannot reproduce the expressiveness of ontology, and expert systems have their inference engine which is separate from the knowledge base. The main advantages of the work is that we provide a method for automated knowledge base development for an expert system, that can be used for risk analysis. It can help to provide an information security risk assessment for non-IT specialist cheaper and in a more effective way. The methods of information security risk analysis and the development of reasoning engines for expert systems are out of the scope of this paper.

The paper is organized as follows. Section 1, current section, is an introduction. Section 2
presents related works in security risk analysis and ontology usage for the development of expert systems knowledge base. Section 3 presents an approach of automatic transformation of existing security ontologies into the expert system knowledge base rule set and presents the implementation of the proposed approach of the information security standards ontology transformation into the JESS ES rules which is implemented in several steps with the help of a developed tool. OWL RL subset of ontology elements are segregated into RDF triplets, that are later transformed into RIF format. Then, RIF rules are converted into JESS knowledge bases rules with the help of an external tool. Conversion results are presented in Section 4. Finally, Section 5 concludes the paper.

2 Related work

Expert system is an computer-based system which has several parts. The basic architecture of an expert system is shown in Figure 1.

![Figure 1: The basic architecture of an expert system](image)

The basic architecture of an expert system includes three main parts: Knowledge Base, Inference Engine and User Interface. One of the biggest problems in expert system usage is to get knowledge base updated [3]. Nevertheless, expert systems are used in nowadays for solving actual problems. For example, it can be successfully used as first-line in IT help-desk [13].

The majority of expert systems are developed using specialized software called a shell, especially when it comes to the rule-based expert systems. Shell allows the user just to create the knowledge base in the form of simple rules and not paying attention to knowledge interpretation engine development, thus minimizing the ES development time [2].

Nevertheless, forming the knowledge base is a complicated process that has a number of unsolved issues and illustrates the problems of this work. One of them is knowledge base integrity that is hard to maintain [24]. Adding new data can destroy existing rules, cause conflicts or endless cycles [25]. In result, it can make expert system work incorrectly.

There are some methods to solve knowledge base integrity problem. One of them is KADS (and its extension - CommonKADS) methodology [44]. The main idea is to design everything with UML diagrams [28]. The main disadvantage of that method is that it needs a lot of time resources, and the user can still make a mistake if a knowledge base is very complicated.

The use of information collected in the form of ontologies for ES knowledge base formation seems useful by many experts, but in practice, current research focus on ontologies and expert systems is separated. The main idea of ontology is to identify specific object classes and relations between them [8]. Ontology can be used in various business areas, but these areas can be divided into two parts: ontology usage as a vocabulary and ontology usage as a content [9].

Ontology usage as vocabulary enabled to develop the second generation of the web [18]. But ontology can be much more than a set of concepts or vocabulary - they have a lot of applications in artificial intelligence. In this context, ontology can be used as information sources
Ontology provides integrity and can be displayed by various graphical tools, has a common format and can be apprehensible in other systems, which designed to work with ontologies [31]. For example, XP.K (eXtreme Programming of Knowledge-based systems) methodology is based on Agile principles: to start from the simplest model of expert system and grow it with time [26]. Model should include just that what is really needed to solve existing problems. Knowledge base is created from ontology which is created by experts [38]. The main problem of this approach is that it requires a lot of time to develop the ontology from scratch on iteration basis and does not make use of already existing knowledge collected, while it could be valuable to use already existing information security-related ontologies.

Some attempts [34] for ontology use as a source for knowledge base formation, but the approach proposed destroys the idea of ES that knowledge base and inference engine should be separate. DAMLJessKB [21] software was developed to transform DAML (DARPA Agent Markup Language) ontology to the JESS expert system’s rules, but it can work only with specific DAML ontology and JESS expert system. Another sample is DLEJena - the software, which transforms the OWL 2 RL profile, compatible with pD semantic, to Jena expert system platform [32]. The main disadvantage of these programs is that they transform only specific ontologies to the specific expert systems format.

On the other hand, there exist a number of information security ontologies that can be used in knowledge base formation of risk-analysis ES. Currently, most of them are used for other purposes. For example, ontology proposed in [39] can be used as a tool to identify the level of system vulnerabilities according to the internal users’ accounts configuration and system configuration [33]. As the authors state, all illegal activity in the system is done by human resources and internal users have more privileges than external. This tool is based on taxonomy with users’ settings and includes different behavioural motivation, for example, intentional and unintentional activity.

ROPE methodology and the related ontology is used for enterprise IT security evaluation, focuses on business processes and risk management [33]. Ontology encapsulates well-known information security concepts, such as assets, vulnerabilities, threats, and controls. There is a number of ontologies based on external security standards, like ISO 27001/2 that can be used to align external standards with internal procedures [17]. One more security ontology is OntoSec [33] that can be used by security engineers can to set configuration effectively, according to the existing security events.

In [36] the new exhaustive ontology was proposed, which increased coverage of security standards compared to the existing ontologies and has better branching and depth properties for ontology visualization purposes. It was used for security standards mapping task and was linked with 4 security standards: ISO 27001, PCI DSS, ISSA 5173 and NISTIR 7621.

Summarasing it can be said that there are a lot of information security ontologies and our work allows transforming the selected ontology into expert system rules set in an automated and novel way.

3 Automated approach of ontology transformation into ES knowledge base

In order not to spend time resources for developing knowledge bases from scratch and to solve the limitations specific to earlier research in ontology transformation to knowledge base rule-sets we propose new method that allows transformation of existing information security ontologies into expert system rule-set via universal RIF format, that is later converted to the format of a specific expert system. In fact, the method can be applied for any ontology type
transformation to any ES knowledge base with some additional modifications, related to the syntax of ES rule defining language.

The method proposed is that it uses the RIF (Rule Interchange Format) format, which was presented by the W3C consortium in 2010. The primary purpose of this format is to transfer rules from one system to another [49]. Unlike other standards of Semantic Web (RDF, OWL, SPARQL), RIF was developed not for defining rules, but as a standard for rule transfer from one system to another, which became extremely important with the increase of standards for rule definition [43].

RIF has two dialects: based on logic and based on rules. Dialects based on logic include logical languages, like Horn logic and others. Dialects based on rules include productive rules. The same rules are used in expert systems [37]. RIF PRD (Production Rule Dialect) is a dialect based on production rules. Production rules semantic have format "IF condition THEN activity". Figure 2 shows an example of RIF PRD.

\[
\text{GROUP()}
\]
\[
\text{FORALL } ?Actor (?Actor \rightarrow (\exists ! ?Film (?film:winAward(?Actor ?Film) ) \land \exists ! ?Play (?film:winAward(?Actor ?Play)))) \rightarrow \exists ! ?Winner (\text{davids:awardWinner(?Actor)})
\]
\[
\text{film:winAward(\text{RobertoBenugni LifeIsBeautiful})}
\]

**Figure 2: Example of RIF PRD**

RIF was created in a way to be compatible with other W3C standards. That means that it can be compatible with RDF and OWL ontology languages [1]. Transferring these ontology languages into RIF can be done not only in the form rule-sets, but also in RDF triplets (subject, predicate, object) and OWL axioms with RIF rules, e.g. RDF data: S(Subject), P(Predicate) and O(Object) are transferred to the RIF format in a form: \((S -> O)\)

For example:

\[
\text{ex:Peter ex:isBrother ex:John;}
\]
\[
\text{ex:John ex:isFather ex:Paul;}
\]

states that Peter is the brother of John, and John is the father of Paul.

In the RIF transferring to:

\[
\text{ex:Peter \text{ex:isBrother } \rightarrow \text{ex:John;}}
\]
\[
\text{ex:John \text{ex:isFather } \rightarrow \text{ex:Paul;}}
\]

RIF rule, that uncle is the brother of father:

\[
\text{FORALL } ?x ?y ?z (\text{ex:Uncle } \rightarrow ?z \rightarrow \text{And(} ?x\text{ex:isBrother } \rightarrow ?y ?y\text{ex:isFather } \rightarrow ?z))
\]

states, that if \(x\) is the brother of \(y\) and \(y\) is the father of \(z\), then \(x\) is the uncle of \(z\). In our experiments we were using OWL RL profile as a source. OWL RL rules can be divided into four categories (which may overlap):

**Triplet structure rules:** RDF triplets. Transformation to RIF is trivial.

**Listing rules:** RDF lists. Transforming in two ways - transforming into a recursive set of rules or transforming into triple structure rules.
**Inconsistent rules:** RDF graph inconsistencies, which are expressed in first-order rules. There are several ways how to perform transformation.

**Data type rules:** type's comparison and verification. OWL and RIF supported types are transformed directly.

I.e. OWL RL can be transformed into RIF rules. However, some limitations still exist. These limitations were introduced by OWL founders to provide maximum flexibility without sacrificing the reliability of the calculations. So it can be said that the violation of at least one limitation affects the results of the expert system. The method proposed in Figure 3 was implemented using C# language. During the first step, the tool developed converts the information security ontology into RIF standard. At the second step (RIF transforming into expert system production rules) the RIF PRD profile was used, which is already included in the RIF Core profile. The obtained RIF rules can later be transformed into the syntax supported by the ES or used directly if ES supports the RIF format, like XSB, JESS, and ASP.

![Diagram](image-url)

**Figure 3:** General view of the method proposed

The detailed method activity diagram is shown in Figure 4. The yellow border depicts actions that were proposed and implemented by the paper authors, while actions outside the yellow border are performed with the help of already existing methods and tools.

Model consists of primary data - ontology (OWL). Transformation of RIF rules is performed in several steps:

**Scan ontology.** OWL/XML ontology is scanned and checked, if the ontology is in OWL/XML format, since the developed tool supports only the most popular OWL/XML format. If ontology is stored in other formats, external tools should be used first to convert it into OWL/XML.

**Check if the element is OWL RL.** Only OWL RL subset is converted, but it covers the big part of OWL Full. Elements not belonging to OWL RL will be skipped and should be converted into ES rules if needed manually or using other methods.

**Collect non-OWL RL subset & Collect OWL RL subset.** After successful scanning of OWL/XML ontology OWL RL elements are extracted for further processing. Non-OWL RL elements are separated for manual processing

**Transform to RDF triplets.** The identified OWL RL elements are saved in the form of RDF triplet format (subject, predicate, object). Check if the element is a simple RDF triplet or composite RDF triplet. Evaluation is performed if RDF triplet can be unlinked from other RDF triplets.

**Save element to simple RDF triplet storage.** RDF storage stores RDS triplets that
can be unlinked from other RDF triplets, e.g. attribute type "symmetrical" is saved in the form of RDF triplet (?p rdf:type owl:FunctionalProperty), where ?p is attribute name. Such kind of data is stored in the form of text registry, having 3 fields.

**Save element to composite RDF triplet storage.** Elements that cannot be unlinked are stored in a storage for composite RDF triplets. For example, the ontology statement that all attributes ?p of object ?x are of ?y type: ( ?x owl:allValuesFrom ?y) ( ?x owl:onProperty ?p). Up to 3 linked RDF triplets can be stored.

**Analyze RDF triplets & Analyze composite RDF triplets.** In this step, RDF triplets are transformed according to the conversion table, i.e. RDF triplet conversion templates. The main part of the RDF triplet is predicate, which can acquire values from a finite set of possible values because of ontology formality feature. The remaining two triplet elements - subject and object are specific concepts or attributes, defined in the ontology, that are used to fill in the conversion template. In several specific cases (e.g. owl:maxCardinality) the template is modified.

**Make RIF rules.** Templates are applied for RDF triplet conversion into RIF rules.

The formal algorithm in the form of pseudocode of OWL RL transformation into RIF rules is provided in Fig. 5

---

**Figure 4: The detailed method activity diagram**

---
While analyzing XML nodes, RDF triplets are segregated. RDF triples are created according to the predefined patterns:

<table>
<thead>
<tr>
<th>IF</th>
<th>THEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T (s_1, p_1, o_1)$</td>
<td>$T (s_1, p_1, o_1)$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$T (s_n, p_n, o_n)$</td>
<td>$T (s_n, p_n, o_n)$</td>
</tr>
</tbody>
</table>

where each argument to the $T$ predicate may be a variable or literal value. RDF triplets created in such a way are later transformed into RIF rules.

Group ( 
  Forall $?v_1 ... ?v_o$ ( 
    $sr_1[p_1->o_1] :- And( s_1[p_1->o_1] ... s_n[p_n->o_n] ) )$
  ... 
  Forall $?v_m ... ?v_o$ ( 
    $sr_m[p_m->o_m] :- And( s_1[p_1->o_1] ... s_n[p_n->o_n] ) )$
)

where $?v_i ... ?v_o$ are the variables which occur in the rule.

Below the sample transformation is provided.

Two following RDF triplets are extracted from the ontology:

attribute_1 rdf:type owl:SymmetricProperty 
attribute_2 rdf:type owl:SymmetricProperty,

the template of symmetrical attributes is applied:

Forall $?x ?y$ ( 
)

the following RIF rules are obtained:

Forall $?x ?y$ ( 
  $?y[attributte_1 I->?x] :- And( ?y[attributte_1 I->?x] )$ 
)
Automated Expert System Knowledge Base Development
Method for Information Security Risk Analysis

\[ \forall x \, \exists y \, (\text{attribute}_1 \rightarrow \text{attribute}_2) \]

The transformation process is composed of two parts: transformation of fixed rules and ontology rules, obtained from its T-Box axioms. In OWL 2 RL profile both ontology axioms and additional logical rules can be stored [45], but in this research, only the subset of axioms is used as a suitable source for ES knowledge base rules.

Although ontology typically has a very sophisticated structure, it can be easily represented in the form of RDF triplets as was shown earlier.

Another issue of ontology transformation - correctness of ontology that cannot be evaluated by the conversion program. Evaluation of ontology composition correctness if out of scope of this paper. It is assumed that ontologies used for experiments were correct and verified by other methods during their development process.

Some RIF rules (Fixed RIF rules) are obtained without analysis of ontology, since their perception is a part of ES. Such rules are transformed into ES production rules only once and are loaded into the knowledge base. The sample of a fixed rule:

\[ \forall c_1 \, \exists c_2 \,(c_1 \text{subClassOf} \rightarrow c_2) \rightarrow (c_1 \text{equivalentClass} \rightarrow c_2) \]

\[ \forall x \, \exists z \, \exists y \,(x \text{sameAs} \rightarrow z) \rightarrow \text{And}(x \text{sameAs} \rightarrow y, y \text{sameAs} \rightarrow z) \]

\[ \forall x \, \exists y \,(\text{error}() \rightarrow \text{And}(x \text{sameAs} \rightarrow y, x \text{differentFrom} \rightarrow y)) \]

ES knowledge base rules are obtained by conversion of RIF rules, that are automatically generated from the ontology as described earlier. As also stated earlier, some ontology elements, that were not converted automatically, can be converted manually if they store some valuable information.

The final set of rules can be expressed by equation:

\[ R(RDF(O)) = \text{Fixed rules} \cup \text{Ontology rules (RDF(O)),} \]

where \( O \) is ontology, \( RDF(O) \) RDF triplets of ontology \( O, R(RDF(O)) \) - RIF is a set of rules, imported into ES knowledge base.

4 Results and discussion

The created program has five main parts: user interface; ontology scanning engine; analysis engine; ontology alignment to RDF triplet engine; transformation (into RIF rules) engine. The program class diagram is shown in Figure 6.

Program is composed of 6 main classes:

GUI form. Program management. User can call ontology scanning, conversions into RIF rules, error review and rules saving functions.

Ontology analysis class. Responsible for XML/OWL ontology scanning, identification of extractable elements and their saving in the form of RDF triplets.

RDF triplets storage. Stores RDF triplets that can be unlinked from other RDF triplets.

Composite RDF triplets storage. Stores up to 3 linked together complex RDF triplets that can not be unlinked.
**RIF rules class.** Converts RDF triplets into RIF rules as defined. **RIF rules storage.** Stores RIF rules in the form of presentational syntax that is later used for transformation into ES knowledge base rules.

All functionality is available from the main program window (Figure 7). The user has to press the "Scan ontology" button and specify the path to the ontology file.

Ontology scanning engine imports (Figure 6) the ontology from the external .xml file of OWL/XML format. The program later performs the automatic scanning of elements, extraction of OWL RL subset and performs conversion to RDF triplets. The results are shown in the main window. User, after reviewing the intermediate data and the list of errors, can press the "Transform" button. After that, RDF triplets are transformed to RIF rules and presented for user review. User can copy them or to save via program interface into the specified file.

User interaction is needed to initiate ontology imports and transformation processes. Pro-
gram was tested with several ontologies: W3C consortium test ontologies [51], cloud security ontology [20] which is used in practice and information security standards ontology [36]. While W3C and Cloud security ontologies were developed by external parties, the Information security standards ontology was developed at Vilnius Gediminas Technical University in accordance with the formal OWL 2 RL rules defined in [11] and OWL 2 Full defined in [50]. Its presentation and in-depth description with verification was provided in [36].

All tested ontologies were relatively small (up to 1000 elements). The proportional size of the RL subset in ontologies used in tests was equal to 100% in case of W3C testing ontologies, and 65% - in case of Information security standards ontology. The proportion of the OWL RL subset in the case of Cloud security ontology was not analyzed. Execution time has not exceeded 50 ms (test platform: Intel Core i7-4710HQ 2.50 GHz, 8 CPU, 16GB RAM, Windows 8.1 OS). There were 15 ontologies at all. Results are shown in Table 1.

<table>
<thead>
<tr>
<th>Ontology</th>
<th>The part of successfully transformed rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>W3C testing ontologies, compatible OWL RL</td>
<td>90%</td>
</tr>
<tr>
<td>Cloud computing security ontology</td>
<td>64%</td>
</tr>
<tr>
<td>Information security standards ontology</td>
<td>60%</td>
</tr>
</tbody>
</table>

As can be seen from the transformation results, not all ontology elements were transformed. Some elements cannot be transformed into separate rules because they are just a part of other element or additional information. The best transformation result was achieved with test ontologies, that are based on the OWL RL profile. Specific security ontologies had shown worse results. In the case of the Information security standards ontology data types xsd.real and xsd.rational have caused 15% of unsuccessful conversion, 20% were caused by SubClassOf elements and 5% by other xsd data types. General method applicability was approved, since the transformation of even 60% can drastically decrease the knowledge base creation time.

For further verification purposes, the generated rules were integrated into the JESS-based prototype risk analysis ES, adapted for SMEs (enterprise size definition is adopted by EU recommendation 2003/361). This part of ES knowledge base was developed using traditional knowledge base development methods and included rules for identification of appropriate assets, calculating impact and probabilities based on the environment of a specific company (infrastructure, maturity level, environment, sector, etc.), while rules generated automatically from the ontology mainly included information on appropriate security controls.

According to ISO 27001, information security risk is defined as a potential that some threat exploits an asset or assets group vulnerability and thus undermine the enterprise. Risks management process’s purpose is to identify such risks, assess the likelihood of their occurrence and then take actions to reduce them to the acceptable level. Almost all risk analysis processes use the same method: identifying assets; identifying problems, threats, vulnerabilities; assessing risk likelihood and impact for assets [6]. After the risk analysis process, the user has to decide how to reduce risks; therefore, ES should not only evaluate risks, but also give some recommendations based on the acceptable risk level.

5 Conclusions and future work

The increasing demand for information security compliance and overall understanding of information security management importance leads a modern company to a need of a systematic risk management process. The use of expert systems for risk analysis is seen by many authors as
a possible solution. Still, the development of expert systems is also a complicated and expensive task, and we indicate it as an unsolved problem. Advantage of our method is that development of knowledge base can be partially simplified by using already available knowledge sources. Some earlier attempts by other authors were made to perform direct integration of security ontologies, that can be seen as a valuable source of information for expert systems knowledge base, with expert systems, but they lacked flexibility.

In this paper the new method was proposed that allows automatic transformation of existing information security ontologies into the expert system knowledge base ruleset. Information security standards ontology transformation into the JESS ES was implemented in several steps with the help of a developed tool: OWL RL subset of ontology elements are segregated into RDF triplets, that are later transformed into RIF format that can be easily converted into JESS knowledge bases rules with the help of external tool. The method supports the most popular OWL/XML format. Both simple (unlined) and complex (linked) OWL RL elements can be transformed. The biggest method advantage is that although ontology typically has a very sophisticated structure, it can be easily represented in the form of RDF triplets. The conversion test with different ontologies (W3C testing ontologies, "Cloud computing security ontology" and "Information security standards ontology" [36]) have shown 60-90% conversion success rate, that proves general method applicability, since automatic generation of even part of expert system knowledge base can decrease the general expert system development price. Verification of generated rules was performed by their integration with the knowledge base of a developed JESS-based expert system for risk analysis in SME. The obtained results have shown high correlation rate, but what is more important is that the generated rules were successfully integrated into the ES knowledge base.

Later research should be concentrated on tuning the conversion templates for achieving higher conversion success rates of ontologies and finding other sources for automatic filling of the ES knowledge base. Currently, we see the CVE (Common Vulnerabilities and Exposures) and attack trees as the next perspective sources for technical risk evaluation. Combination of these two structured sources should provide information on relevant threats as well as probabilities of different attack scenarios.

**Funding**

This research received no external funding.

**Author contributions. Conflict of interest**

The authors contributed equally to this work. The authors declare no conflict of interest.

**Bibliography**


Author index

Amiri, M., 710
Antucheviciene, J., 710
Cenys, A., 743
Chen, Z., 615
Chen, Z.X., 653
Filip, F.G., 633
Ghahremanloo, M., 710
Goranin, N., 743
Jain, A., 670
Jeong, G.-M., 726
Ji, S.-H., 726
Jiang, J.W., 615
Kalibatiene, D., 743
Li, Y., 633
Liu, F., 653
Nandury, S.V., 691
Peng, T., 615
Peng, Y., 653
Shi, L.M., 615
Shi, Y., 653
Singh, A., 670
Siva Prashanth, J., 691
Steckevicius, Z., 743
Tabatabaei, M.H., 710
Truong, P.H., 726
Vitkus, D., 743
Wang, X.X., 633
Wang, Y.H., 615
Xu, Z.S., 633
You, S., 726
Zavadskas, E.K., 710
Zhu, S.L., 615